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LoFi: Neural Local Fields for Scalable Image
Reconstruction

AmirEhsan Khorashadizadeh , Tobı́as I. Liaudat , Tianlin Liu , Jason D. McEwen , and Ivan Dokmanić

Abstract—Neural fields or implicit neural representations (INRs)
have attracted significant attention in computer vision and imaging
due to their efficient coordinate-based representation of images
and 3D volumes. In this work, we introduce a coordinate-
based framework for solving imaging inverse problems, termed
LoFi (Local Field). Unlike conventional methods for image
reconstruction, LoFi processes local information at each coordinate
separately by multi-layer perceptrons (MLPs), recovering the
object at that specific coordinate. Similar to INRs, LoFi can
recover images at any continuous coordinate, enabling image
reconstruction at multiple resolutions. With comparable or
better performance than standard deep learning models like
convolutional neural networks (CNNs) and vision transformers
(ViTs), LoFi achieves excellent generalization to out-of-distribution
data with memory usage almost independent of image resolution.
Remarkably, training on 1024× 1024 images requires less than
200MB of memory—much below standard CNNs and ViTs.
Additionally, LoFi’s local design allows it to train on extremely
small datasets with 10 samples or fewer, without overfitting and
without the need for explicit regularization or early stopping.

I. INTRODUCTION

IMAGING inverse problems are ubiquitous in domains like
medicine [1], material science [2], remote sensing [3] and

cosmology [4]. Deep learning is often the method of choice for
solving inverse problems. In particular, convolutional neural
networks (CNNs) like U-Net [5] have shown remarkable
performance across diverse tasks including computed tomogra-
phy (CT) [6], magnetic resonance imaging (MRI) [7], radio
interferometric imaging [8] and dark matter mapping [9] in
cosmology. The success of the U-Net is primarily attributed
to its multiscale architecture with a large receptive field that
extracts features from the input image at different scales [10].
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Despite their strong performance on low-dimensional 2D
imaging problems, deep learning architectures can become
computationally expensive for large images [11]–[14]. This
inefficiency arises because current deep neural networks recon-
struct the entire image simultaneously, necessitating substantial
memory for back-propagation during training, especially for
large images. Additionally, interpreting such complex architec-
tures [12], [15], [16] and analyzing their reconstructions can
be challenging. Simplified neural architectures can enhance
our understanding of reconstruction mechanisms, enabling the
design of robust models with strong generalization [17].

Recently, implicit neural representations (INRs) [18]–[20]
have emerged as a promising coordinate-based pipeline for
representing continuous signals, images, and 3D volumes.
Unlike most existing deep learning models that treat signals
as discrete arrays, INRs map coordinates to signal values
using a deep neural network, typically a multi-layer perceptron
(MLP), resulting in a continuous signal representation. INRs
have several advantages over standard deep learning models.
Rather than representing signals at a single resolution, INRs
can conveniently interpolate signals in a continuous space.
This coordinate-based representation is particularly interesting
because we can adjust the required memory making INRs
well-suited for high-dimensional 3D reconstructions [21]–[26]
and scene representation [27].

In this paper, we introduce a scalable coordinate-based local
reconstruction pipeline for solving imaging inverse problems.
In many tasks such as image denoising and low-dose computed
tomography (LDCT), the image intensity at a specific pixel
is primarily influenced by the observed image in the pixel’s
neighborhood [28]. Our proposed model, termed LoFi (Local
Field), recovers the image intensity at each pixel separately,
using local information extracted from the input image around
that pixel. This information is processed by a neural network
(composed of MLP blocks) to determine the image intensity at
the target pixel, enabling image reconstruction at any resolution
or arbitrary continuous coordinate.

LoFi’s coordinate-based design brings several advantages.
Unlike standard CNNs and ViTs which requires substantial
memory during training, we can train LoFi, Similar to INRs,
on mini-batches of both objects and pixels. This results in
resolution-agnostic memory usage, making it highly efficient
for high-resolution image processing. As illustrated in Figure
1, LoFi demonstrates significantly lower memory and time
requirements compared to CNNs and ViTs. For instance,
training LoFi on 1024 × 1024 images requires less than
200MB memory. Furthermore, its local design provides a strong
inductive bias for image reconstruction; unlike CNNs and ViTs,
which tend to overfit when trained on tiny datasets with very few
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Fig. 1: The memory and time requirements during training for different models; LoFi is significantly faster and more memory-
efficient than CNNs and ViTs. Notably, LoFi’s memory usage remains almost independent of image resolution, making it an
ideal choice for high-dimensional image reconstruction. All experiments are conducted using a single A100 GPU with 80GB
memory. Missing data points indicate that the corresponding model exceeds the GPU memory capacity for the given resolution.

samples, LoFi consistently shows robust performance without
overfitting, eliminating the need for regularization or early
stopping.

In addition, deep learning models for image reconstruc-
tion like multiscale CNNs [5], [15] and vision transformers
(ViTs) [12], [16], [29], [30] often use sophisticated architectures
that complicate downstream interpretations. Through our pro-
posed coordinate-conditioned patch geometry, LoFi can learn
the position of the relevant features in the input image for each
pixel, providing insights for downstream image analysis and
interpretation.

II. BACKGROUND AND RELATED WORKS

The goal of an imaging inverse problem is to recover the
image of interest f from noisy measurements q acquired via
the potentially non-linear forward operator A,

q = A(f) + n, (1)

where n is noise. Inverse problems are often ill-posed, implying
the existence of multiple plausible reconstructions for a given
set of measurements. It is thus important to incorporate an
image prior to enable stable and accurate reconstruction. While
traditional hand-crafted priors and regularizers such as total
variation (TV) [31] can yield good reconstructions, learning-
based priors have brought about substantial improvements [32]–
[35].

A. Inverse problems with local operators

In many inverse problems, the forward operator is local; an
image pixel primarily relates to its neighboring pixels in the
observed image. Here the assumption is that the observed data
is shaped like an image with the same coordinate system as

the target. A local forward operator suggests an opportunity to
design efficient deep-learning architectures. In the following, we
discuss three inverse problems characterized by this localization
property.

a) Image denoising: The most straightforward inverse
problem is image denoising, where the forward operator A
in (1) is the identity matrix; each pixel in the clean image
is solely connected to the corresponding pixel in the noisy
image, assuming independent noise (between pixels) and
natural images [28]. Despite this simplicity, the presence of
noise prompts the incorporation of ‘contextual’ information
from neighboring noisy pixels. In principle, the required local
neighborhood size depends on the noise level and the prior
distribution; stronger noise usually calls for larger receptive
fields [28], [36].

b) Low-dose computed tomography: Low-dose computed
tomography (LDCT) is a medical imaging technique that
reduces radiation exposure to patients during a CT scan by
lowering the X-ray beam intensity [37]. Traditional CT imaging
uses X-rays to capture cross-sectional images of the body, but
these scans can result in significant radiation doses, potentially
increasing the risk of long-term side effects like cancer [38],
[39]. LDCT mitigates these risks by significantly lowering the
X-ray dose without compromising diagnostic quality, making
it a safer imaging process.

CT image reconstruction can be viewed as an inverse
problem,

q = R(f) + n, (2)

where the forward operator R is the radon transform [40]
applied in angles {αi}ri=1 and n is the additive noise. In
LDCT, the projections y are collected from sufficient angles r
but using low-intensity beams resulting in noisy projections.
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Fig. 2: LoFi; the neural network NNθ, typically composed of MLP modules, processes the local information extracted from the
observed image around the given pixel (x, y). LoFi’s inductive bias for image reconstruction brings strong generalization on
OOD data, it requires less training data and uses small memory when training on high-resolution images.

The standard approach for CT image reconstruction is filtered
backprojection (FBP),

fFBP = RFBP(q). (3)

In an ideal scenario where we have an infinite number of noise-
free projections, FBP is the exact inverse, namely, fFBP = f .
In LDCT, we have a sufficient number of noisy projections N ,
the image reconstruction from FBP can be seen as a denoising
problem,

fFBP ≈ f +RFBP(n). (4)

The image reconstruction from FBP can be seen as an
inverse problem with a local forward operator for LDCT.
For a comprehensive evaluation of current LDCT image
reconstruction methods, we refer to [41], where the authors
conducted an in-depth analysis of the performance of CNNs,
using both simulated and real experimental data for training
and inference.

c) Dark matter mapping in cosmology: As another
example, we consider mapping the dark matter distribution of
the Universe [4] by solving a weak gravitational lensing [42]
inverse problem. We will study the convergence that traces the
projected mass distribution of dark matter in the Universe. The
goal is to estimate the target convergence field κ that traces the
projected mass distribution, from a related observable, the shear
field γ. Higher order statistical properties of the convergence

field are highly informative for studying the nature of dark
energy and dark matter. The two fields are related as,

γ = Aκ+ n, (5)

where n is the shear field noise, and the forward operator A is
a convolutional filter (a Fourier multiplier) with the 2D Fourier
transform given by,1

Dkx,ky =
k2x − k2y + 2ikxky

k2x + k2y
, for k2x + k2y ̸= 0. (6)

A simple approach to recover the convergence field κ from
the shear field γ is the Kaiser-Squires (KS) method [4], the
current standard in cosmology. The method consists of directly
applying A−1, the inverse of the forward operator, to the shear
field, followed by a subsequent Gaussian smoothing with an
ad hoc smoothing scale. We consider the naive KS inversion,
without the Gaussian smoothing step, as follows,

κKS = A−1Aγ = κ+A−1An = κ+ ñ, (7)

where ñ = A−1An. The recovery of the convergence field
from the naive inverted KS image is thus an inverse problem
with a local forward operator. We note that the processed noise
ñ is now spatially correlated and modeling it may still benefit

1This is known as the weak lensing planar forward model. Note that Dkx,ky

is undefined for (kx, ky) = (0, 0), meaning that the observable γ cannot
constrain the average of κ. This is known as the mass sheet degeneracy. The
choice D0,0, = 1 is made for convenience and is secondary to what follows.
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from a larger receptive field; this is addressed by the learnable
noise suppression filter described in Section III-D.

B. Deep learning for image reconstruction

Over the last decade, various deep learning approaches
have achieved state-of-the-art (SOTA) performance in image
reconstruction. Some early approaches segmented the image
into patches and employed an MLP to denoise each patch
individually [43]. However, the optimal patch size for high-
quality reconstructions depends on the noise level and data
distribution [28]. Zhang et al. [11] introduced DnCNN, an
image-to-image CNN designed for image denoising where
the network depth is adjusted based on the required receptive
field size suggested by traditional methods [44]. To expand
CNN’s receptive field and use more contextual information,
they used dilated convolutions [45]. Concurrently, the U-
Net [5] has been the backbone model for SOTA image
reconstruction architectures [10], [46]–[48], in particular, the
DRU-Net [15] achieved remarkable performance by integrating
residual blocks [49] into the U-Net architecture.

More recently, vision transformers (ViTs) [50] have achieved
comparable or even better performance than CNNs for various
image reconstruction tasks [12], [29], [51], [52]. The core
concept of ViTs is to divide the input image into non-
overlapping patches, transform each patch into an embedding
using a learned linear projection, and then process the resulting
tokens through a series of stacked self-attention layers and
MLP blocks. The advantage of ViTs over CNNs is attributed
to their ability to capture long-range dependencies in the images
through the self-attention mechanism [12], [30]. As shown in
Figure 1, a major challenge for ViTs in image reconstruction
is the quadratic computational complexity relative to the input
image size [13], [53] which makes ViTs impractical for high
dimensional image reconstruction [14]. Recent works attempted
to reduce the computational complexity of vision transformers.
Restormer [53] applies the self-attention along the channel
dimension to reduce memory footprint. Some approaches
design hierarchical transformers [13], [54]. The authors of
[16] use convolutional blocks to reduce the spatial dimensions
followed by self-attention blocks applied in different scales.
Despite the marginally better reconstructions compared to
CNNs for inverse problems with non-local forward operators
like magnetic resonance imaging (MRI), they show compa-
rable performance with CNNs for local problems like image
denoising [16].

In this paper, we demonstrate that for inverse problems
with local forward operators, such as those discussed in
Section II-A, it is not necessary to process large-scale features
using multiscale CNNs or ViTs. Instead, our proposed archi-
tecture efficiently captures local features, resulting in strong
generalization while significantly reducing computational costs
and memory requirements, well-suited for high-dimensional
image reconstruction.

C. Neural fields for inverse problems

INRs, particularly those with sinusoidal activations, effi-
ciently model signals and their spatial derivatives. This is

particularly useful for solving partial differential equations
(PDEs) [18], [55]. In the domain of continuous super-resolution,
INRs have been effectively combined with CNNs. For instance,
the authors of [56] proposed conditioning the INR’s generation
process on local features extracted by a CNN from the low-
resolution image. Closer to our work, the authors of [57] used
a similar approach, where local features extracted from a low-
resolution image are processed with a lightweight CNN to
enable continuous super-resolution.

D. Patch-based image reconstruction

While traditional methods for image reconstruction often
process small patches extracted from the input image [58], [59],
deep learning models with patch-based design have recently
gained considerable attention. ViTs [50] and MLP-mixers [60]
are a well-known family of patch-based models whose strong
performance is often attributed to patch-based design [61].
Deep generative models trained on small patches have been
used for high dimensional image generation [62] and more
efficient training on datasets with significantly fewer images
[63]. Patch priors [64]–[67] as efficient alternatives to image
priors have been used for image reconstruction which allows
training on small datasets with few images well-suited for
scientific applications where we have access to a limited number
of ground truth images.

III. LOFI: A LOCAL FIELD PROCESSOR

Our objective is to reconstruct the target image f ∈
RN×N×C from the observed image q ∈ RM×M×C , as
described in the forward equation (1), where C is the channel
dimension, N and M denote the resolution of the target and
observed images. The resolutions of f and q may be different
but we assume that they share the same coordinate system and
semantics; thus f [x, y] and q[x, y] refer to the same continuous
location in both images. Example problems where this is
meaningful are denoising and deblurring. More generally, for
many linear inverse problems, including computed tomography,
it will hold after applying the adjoint of the forward operator
as shown in (4).

We then consider a local forward operator A where the
intensity f [x, y] at pixel (x, y) ∈ R2 relates only to a small
neighborhood of (x, y) in q. Based on this locality hypothesis,
we design a coordinate-based neural network inspired by
implicit neural representations.

To recover the image (only) at the target pixel (x, y), we
extract a neighborhood of K pixels around (x, y) from the
observed image q. We denote the (flattened) extracted pixels
by px,y ∈ RK×C . As illustrated in Figure 2, we process px,y
using a neural network NNθ : RK×C → RC with parameters
θ to approximate the image intensity f [x, y],

f̂ [x, y] = NNθ(px,y). (8)

This coordinate-based image representation enables image
recovery at any continuous coordinate with small memory.
We call our framework LoFi (Local Field). As we typically
use a small neighborhood size K, we can parametrize NNθ
using an MLP. In the following sections, we provide further
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Fig. 3: MultiMLP architecture; the input information is split
into smaller chunks each processed with a separate MLP, the
extracted information is then mixed by another MLP.

details regarding the LoFi architecture and introduce the pre-
processing filter, patch geometry, and training strategy.

A. MultiMLPs for large neighborhoods

One important factor in LoFi architecture is the neighborhood
dimension K; larger K can provide more detailed information
to improve reconstructions. However, the size of the MLP
quadratically scales with K resulting in large networks and
slow training. To address this issue, we propose MultiMLP, an
alternative architecture to handle large neighborhoods. Inspired
by vision transformers [50], we split the extracted neighboring
pixels (here over a circular geometry) into smaller chunks,
each processed by a separate MLP as shown in Figure 3. Their
outputs are then mixed by another MLP.

B. Patch geometry and equivariance

A straightforward method to extract the neighboring pixels
is to directly select the pixels adjacent to the target pixel (x, y).
This however has several drawbacks: it requires a manual
selection of the neighborhood size, akin to traditional methods,
which is hard to estimate; it only permits image evaluation at on-
grid pixels resulting in a single-resolution image reconstruction.

1) Differentiable patch extraction: While we could use the
standard square patch to extract the local information, this
would not result in a differentiable map from the input coordi-
nate to the pixel intensity. To enable image reconstruction at
arbitrary continuous coordinate, we extract px,y using bicubic
interpolation which results in a differentiable architecture.

2) Learnable patch geometry: This differentiable patch
extraction opens up the possibility to learn the patch geometry
centered around the target coordinate (x, y) by first defining a
set of learnable coordinate offsets,

∆I =
[
(x∆n , y

∆
n′)

]K
n,n′=1

. (9)

By learning the optimal coordinate offsets ∆I we can also
control the scale and shape of the patch receptive field. We
then extract the patch by evaluating q at coordinates I(x,y) =
(x, y) + ∆I to get

px,y = q[I(x,y)]. (10)

We emphasize that the coordinates I(x,y) need not be aligned
with the pixel grid as we use differentiable bicubic interpolation
to enable off-the-grid evaluation. Unlike most other work using

square patches, we initialize ∆I to a circular geometry; this
results in better rotation invariance as discussed in Section
VIII-B in the supplementary materials.

C. Coordinate-conditioned patch geometry

The learned patch geometry in (9) is fixed. In practice, the
relative locations of the most relevant information changes
for different pixels. To enable coordinate-conditioned patch
geometry (CCPG), we use another neural network (typically
a simple MLP) CCPGψ : RK×C → R2K which takes a local
patch around pixel (x, y) and estimates the position of the
coordinates inside the patch as follows,

∆ICCPG(x, y) = CCPGψ(px,y). (11)

We then evaluate q at (x, y) + ∆ICCPG(x, y). The learned
patch geometry ∆ICCPG(x, y) can localize the position of
the relevant information for image recovery at pixel (x, y) for
corrupted image q. A similar strategy has been developed by
[68] for object detection using CNNs.

Now we can improve the localization performance by
repeating this process T times,

∆I
(i)
CCPG(x, y) = CCPG(i)

ψ (p(i−1)
x,y ) (12)

p(i)x,y = q[(x, y) + ∆I
(i)
CCPG(x, y)] (13)

where in each iteration 1 ≤ i ≤ T , we feed noisy image q
evaluated at the estimated patch position in the previous step
p
(i−1)
x,y to a separate neural network CCPG(i)

ψ . As we will show
in our experiments in Section V-C, the learned patch geometry
indeed improves over iterations.

D. Noise suppression filter

The observed image q is corrupted with noise. Optimal
filters for correlated noise can have a large receptive field
which cannot be implemented by the localized NNθ in (8).
To address this, we apply pre-processing convolutional filters
h ∈ Rs×s×L to the observed image before patch extraction,

q̃ = q ⋆ h, (14)

where ⋆ denotes the convolution operator, s is the filter size
and L is the number of filters. This process is reminiscent of
filtering techniques commonly used in computed tomography
imaging [69]. We can also concatenate the filtered and noisy
images along the channel dimension.

To avoid manual adjustment of the receptive field, we apply
the filter in the frequency domain,

q̃ = F−1HFq, (15)

where F and F−1 are the forward and inverse 2D Fourier
transforms, and the diagonal matrix H is a learnable parameter
fitted to the data. The resulting filter can have large support
in image space, capturing global information. We initialize
the filter H with all ones in the Fourier domain (an identity
filter) which corresponds to the smallest support in pixel space.
During training, the filter expands its support based on the
image resolution, noise level, and data distribution.
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Fig. 4: Performance comparison on LDCT (30dB noise) at resolution 128× 128 for in-distribution (chest) and OOD (brain)
data.

E. Resolution-agnostic memory usage in training

For simplicity, we write the entire LoFi pipeline as f̂(x) =
LoFiϕ(x,q) where x = (x, y) is the target pixel. The model
approximates the image intensity f̂(x) from the observed image
q. We denote all the trainable parameters of LoFi by ϕ. This
includes θ, pre-processing filter parameters h, and CCPG
weights ψ. We consider a set of training data {(qi, fi)}Di=1 from
observed and target images. We optimize the LoFi parameters
ϕ using a gradient-based optimizer to solve,

ϕ⋆ = argmin
ϕ

D∑
i=1

N2∑
j=1

|fi(xj)− LoFiϕ(xj ,qi)|. (16)

At inference time, we can recover the image at any target pixel
x from the observed image qtest as f̂test(x) = LoFiϕ⋆(x,qtest).
From (16), it is clear that LoFi can be trained on mini-batches
of both objects and pixels, enabling an almost constant-in-
resolution memory usage during training and inference. This
flexibility also allows us to train LoFi on datasets with images
in various resolutions.

IV. FURTHER EXTENSIONS AND APPLICATIONS

In this section, we discuss further applications of the
proposed local processing framework.

A. Learning the imaging geometry

Many seemingly complex image-to-image transforms, like
those involving translations and rotations, alter image content
using simpler coordinate transformations. For example, trans-
posing a 2D image causes significant pixel differences in the
high-dimensional pixel space; but the transformation relies
on a simple, low-dimensional coordinate swap. When CNNs
are fitted on image-to-image tasks, they are directly trained
to model the changes in pixel values and, therefore, tend to
overlook the coordinate transformations that underlie the pixel
value changes. This is particularly problematic for large-scale
changes in the coordinate system as the CNN should have a
large receptive field to capture these geometric changes. This
limitation has been explored by existing works to build deep
neural networks that can model the changes in the coordinate
system as well as the image content. For example, the authors
of [70] separately model changes of the coordinate system and
the image content using CNNs.

Although LoFi can only learn the local changes in the image
content, its coordinate-based design allows us to easily equip it
to learn the changes in the coordinate system as well. To this
end, we use an INRη with parameters η, that takes the given
coordinate x and returns the new coordinate x̃. This INR is
then followed by LoFi to sample from the local neighborhood
around x̃ from the input image q as follows,

x̃ = INRη(x), (17)

f̂(x) = LoFiϕ(x̃,q). (18)

We train the above architecture end-to-end where the task of
INR is to learn the changes in the coordinate system, while
LoFi learns the changes in the image content from the corrected
coordinate system. We call this new architecture INR-LoFi and
compare its performance with CNNs for a toy experiment in
Section V-D.

B. Low-resolution priors for high-resolution unsupervised
image reconstruction

As shown in Section III-E, the proposed LoFi is a supervised
learning framework and requires paired training data of
measurements and corresponding target images. This is hard
to obtain in many real scientific problems [6], [71]–[73].
Additionally, supervised models require re-training even for
small changes in the forward model.

To address this issue, unsupervised methods learn a data-
driven prior from only target images. Once trained, they can be
used as a prior for solving any inverse problem using an iterative
process. Unsupervised methods based on deep generative
models [32], [74]–[77] and plug-and-play (PnP) [78]–[80] show
strong performance on various image reconstruction tasks. We
provide a brief overview of the PnP-ADMM framework in
Section VII-E of the supplementary material.

In this section, we use a pre-trained LoFi denoiser as a
prior in the plug-and-play (PnP) framework. This integration
allows us to use a LoFi denoiser trained on low-resolution
images to solve inverse problems at any higher resolution.
Since we use the PnP-ADMM backbone we call the resulting
scheme LoFi-ADMM (cf. Algorithm 1). Even though the LoFi
denoiser is trained on low-resolution images, LoFi-ADMM
can be applied at arbitrary higher resolutions thanks to LoFi’s
continuous image representation.
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Algorithm 1: LoFi-ADMM
Input: q, A, ϕ∗

Parameter: α

f = 0, u = 0, v = 0;
for k = 0 to K − 1 do

fk ← h(vk−1 − uk−1;α);
vk(x)← LoFiϕ∗(x, fk − uk−1), ∀x ∈ vk;
uk ← uk−1 + (fk − vk);

end

V. EXPERIMENTS

We now present a suite of experimental results which
illustrate the various aspects of LoFi. In Section V-A, we
compare LoFi with successful CNNs and ViTs on several image
reconstruction tasks. We compare LoFi with CNNs and ViTs
in terms of memory usage and training time in Section V-B.
In Section V-C, we use our proposed method in Section III-C
for analysis and interpretation of the reconstructed image. In
Section V-D, we showcase the success of INR-LoFi and the
failure of CNNs on a simple toy experiment where we have
changes in the coordinate system. In Section V-E, we apply our
unsupervised framework LoFi-ADMM to two inverse problems,
image in-painting and radio interferometry.

A. Scalable image reconstruction with LoFi

We assess the performance of LoFi on inverse problems
with local operators including low-dose computed tomography
(LDCT) upon applying FBP, image denoising, and dark matter
mapping in cosmology. As baselines, we consider two standard
single-scale CNNs, DnCNN [11] and IRCNN [45] and two
multiscale CNNs, U-Net [5] and DRU-Net [15]. We also
consider two strong vision transformers, Restormer [53] and
SwinIR [12], which achieved state-of-the-art performance
on various image reconstruction problems. We assess the
reconstruction quality with peak signal-to-noise ratio (PSNR)
and structural similarity index (SSIM) [81]. Further details
regarding the network architectures and training details are
given in Section VII in the supplementary materials.

a) Low-dose computed tomography (LDCT): We simulate
parallel-beam LDCT with r = 180 uniformly distributed
projection orientations. We add white Gaussian noise to obtain
the signal-to-noise (SNR) ratio of 30dB. We use 1000 training
samples of chest images from the LoDoPaB-CT dataset [82] at
resolution 128× 128. All models take FBP as input and return
improved reconstruction in the output. The model performance
is assessed on 64 in-distribution test samples of chest images.
We additionally use 16 brain CT samples [83] to evaluate
model generalization on out-of-distribution (OOD) data.

The upper row of Figure 4 illustrates the performance of
different models on in-distribution chest images. We see that
LoFi achieves performance comparable to strong CNNs and
ViTs while using only simple MLP modules. The bottom
row shows model performance on OOD brain samples. It is
remarkable that LoFi significantly outperforms CNNs and ViTs,
indicating the strong generalization achieved by the locality of
the architecture. Quantitative results are presented in Table I.

TABLE I: Model comparison on the reconstruction quality for
LDCT (30dB SNR) averaged on 64 in-distribution chest and
16 OOD brain samples.

In-dist (chest) OOD (brain)
PSNR SSIM PSNR SSIM

FBP 26.0 0.55 26.0 0.61

DnCNN [11] 34.2 0.90 27.6 0.82
IRCNN [45] 34.5 0.91 29.8 0.93

U-Net [5] 33.0 0.90 13.9 0.81
DRU-Net [15] 33.8 0.90 29.0 0.90

Restormer [53] 33.5 0.89 28.9 0.79
SwinIR [12] 34.5 0.90 29.3 0.94
LoFi (ours) 34.1 0.90 30.6 0.94

b) Image denoising with tiny datasets: Here we train
LoFi on image denoising on a small dataset of only 10 images
at resolution 512 × 512; cf. Figure 13 in the supplementary
materials. 9 images are used for training and 1 for evaluation.
The images are scaled between 0 and 1 and we add white
Gaussian noise with σ = 0.15. We compare LoFi with CNN
and Restormer models with a comparable number of trainable
parameters (3M). SwinIR was excluded from this experiment
due to its high computational cost and very long processing
time at this resolution.

Figure 5 presents the PSNR of the reconstructed test image
across training iterations for each model. While CNNs initially
perform well, they quickly overfit the training data, leading
to a sharp drop in test image performance. Restormer and
IRCNN demonstrate better generalization but also begin to
overfit after 2500 and 10000 iterations, respectively. LoFi on
the other hand generalizes strongly, avoiding overfitting even
with 3M parameters and a tiny dataset. This is without any
explicit regularization or early stopping. Final reconstructions
after 20000 iterations are illustrated in Figure 6. Please also see
Section VIII-A in the supplementary materials for additional
experiments showcasing LoFi’s performance when trained on a
large-scale dataset (CelebA-HQ) with high-resolution images.

c) Dark matter mapping: We finally apply LoFi on the
naive KS inversion κKS to recover the convergence field κ. In
Figure 7, the reconstructed convergence fields from the KS
image are presented for various models at resolution 128×128.
The performance parity between LoFi and baselines, especially
ViTs which can process long-range dependencies, indicates the
validity of the locality property derived from (7). In Figure 17,
we also demonstrate the learned filter H in (15); this figure
can be useful to understand how it processes input KS images.

B. Computational efficiency

As discussed in Section III-E, LoFi can be trained and run on
machines with small GPUs by reducing the pixel batch size in
both training and inference. Figure 1 compares memory usage
and training time for 100 iterations with batch size 1 across
different models and image resolutions. In this experiment, we
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Fig. 5: Comparative analysis for image denoising at resolution
512× 512 where different models are trained on a tiny dataset
with 9 training samples. The PSNR of the reconstructed test
samples is demonstrated per iterations during training. CNNs,
in particular multiscale versions, show severe overfitting while
LoFi shows a robust convergence and significantly outperforms
CNNs thanks to its locality design.

used pixel batch size 512 for LoFi during training. This analysis
shows that while the required memory and training time for
CNNs and ViTs scales with image resolution, LoFi’s memory
usage and training time remains nearly constant enabling
efficient training on high-resolution images.

Moreover, LoFi training is fast even for large images. For
example, training on 1024×1024 images using 29900 samples
from the CelebA-HQ dataset was completed in only 8 hours
(200 epochs) on a single A100 GPU, requiring only 15
GB memory with object and pixel batch sizes 64 and 512
respectively. Additional details and qualitative results for this
experiment can be found in Section VIII-A.

While LoFi is efficient during training, inference on large
images can become expensive due to coordinate-based image
synthesis. This requires iteratively reconstructing large images,
as generating all pixels at once would need a bigger memory.
Figure 8 compares the memory usage and inference time of
different architectures. In this experiment, LoFi generates 16384
pixels per iteration. We mention potential strategies to improve
inference efficiency in Section VI.

C. Reconstruction analysis and interpretation

As discussed in Section III-C, LoFi adaptively estimates
patch geometry for each pixel based on local information.
Figure 9 illustrates the learned patch geometry across different
pixels for image denoising, where the estimated positions of
relevant features align with intuitive expectations. This ability
to pinpoint features contributing to each pixel’s estimation can
be valuable for interpretation. Additionally, the figure shows
that more iterations (larger values of T ) result in a more precise
localization of relevant information.

D. Learning the imaging geometry with INR-LoFi
In this section, we study the performance of different models

on a toy experiment where we have changes in the coordinate
system. We consider recovering an image from its transpose;
a simple task where we only have changes in the coordinate
system while the image content remains unchanged. We train
LoFi and CNNs on 29900 training samples from CelebA-
HQ [84] dataset. Figure 10 showcases the performance of
different models on both in-distribution (CelebA-HQ test
samples) and OOD data (LSUN-bedroom [85]). Despite the
simplicity of the task and access to a large-scale dataset,
CNNs show poor performance as they can only learn the
changes in the image content while neglecting the changes in
the coordinate system. Unlike CNNs, our proposed INR-LoFi
can conveniently learn these changes in the coordinate system
resulting in significantly better reconstructions.

E. Low-resolution priors for high-resolution image reconstruc-
tion with LoFi-ADMM

As discussed in Section IV-B, LoFi can be used as a low-
dimensional prior for processing the measurements acquired
at higher resolutions. To this end, we train LoFi denoiser on
low-resolution images and use it as a prior in LoFi-ADMM
for solving two inverse problems at higher resolutions; image
in-painting and radio interferometric imaging.

a) Image inpainting: We train LoFi denoiser on 29900
samples from the CelebA-HQ [84] in low resolution 128×128
where we consider zero-mean Gaussian noise n with σ = 0.15
and normalize images between 0 and 1. In LoFi-ADMM, we set
α = 0.05 and execute it for 90 iterations, the hyper-parameters
we found suitable to ensure convergence. Now, we run LoFi-
ADMM to solve the image-inpainting problem at a higher
resolution 512× 512 where p = 30% of the image pixels are
randomly masked. Figure 11 showcases the performance of
the LoFi-ADMM on both in-distribution and OOD data. This
experiment shows that once LoFi denoiser is trained, it can
be used for solving general inverse problems at any higher
resolution with a strong generalization.

b) Radio interferometry: We next apply LoFi-ADMM to
radio interferometric imaging, please refer to Section VII-F in
the supplementary material for further information regarding
the forward model. We use non-uniform fast Fourier transform
(NUFFT) to simulate radio interferometric measurements from
128× 128 images using an upsampling factor of 2 and Kaiser–
Bessel kernels with a size of 6 × 6 pixels; we use the simulated
uv-coverage of the MeerKAT telescope and the measurements
with complex Gaussian noise at the SNR of 30dB. We train
LoFi denoiser on 13000 images of simulated galaxies created
from the IllustrisTNG simulations [86]. Figure 12 illustrates
the performance of the LoFi-ADMM at original and higher
resolutions. This experiment shows that LoFi-ADMM can
conveniently exploit the measurements obtained from higher-
resolution images for more accurate reconstructions with more
details.

VI. LIMITATIONS AND CONCLUSION

We introduced LoFi, a scalable local image reconstruction
framework that stands out for its strong generalization on OOD
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Fig. 6: Performance comparison on image denoising where different models are trained for 20000 iterations on a tiny training
set with 9 images shown in Figure 13.
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Fig. 7: Performance comparison on reconstructed convergence fields for dark matter mapping at resolution 128× 128.
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T = 1 T = 3

Fig. 9: The learned patch geometry for different pixels. As
expected, larger T results in more accurate localization of the
relevant information. The red dots indicate the query pixels,
while the blue dots represent the estimated positions of relevant
features to be extracted from the noisy image.

data and resolution agnostic memory usage during training.
LoFi achieves strong performance on local inverse problems
such as LDCT and image denoising, all while maintaining a

significantly smaller memory footprint compared to standard
CNNs and vision transformers. The favorable inductive bias
of LoFi allows us to train it on very small datasets without
overfitting or explicit regularization. Our experiments further
demonstrate the effectiveness of LoFi as a denoising prior
within the PnP framework, showcasing its ability to reconstruct
images at arbitrary resolutions for tasks such as image in-
painting and radio interferometric imaging.

Although LoFi’s pixel-based pipeline significantly reduces
memory requirements during training, it comes with trade-
offs. Like INRs, the computational cost of LoFi in inference
increases quadratically with image resolution as shown in
Figure 8b. Recent studies [87], [88] have proposed strategies
to enhance the efficiency of continuous image representation
in INRs by increasing shared computations across pixels,
thereby reducing computational complexity. Implementing
similar strategies in LoFi could potentially reduce computations
during inference, which we leave as a direction for future work.
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Supplementary Materials

VII. NETWORK ARCHITECTURE AND TRAINING DETAILS

We describe the network architecture and training details of
LoFi and CNN baselines used in the experiments in Section
V.

A. Low-dose computed tomography

For this experiment, we parameterize LoFi with multiMLP
architecture depicted in Figure 3 where we used 9 MLP
modules, each with three hidden layers of dimension 370
with ReLu activations and the output layer has 100 neurons.
Their outputs are then concatenated and mixed by another
MLP with an input layer of size 900 = 9× 100 and 3 hidden
layers of dimension 370 with ReLu activations. We consider
K = 81 neighboring pixels initialized with circular geometry,
9 circles each with 9 points uniformly distributed around the
centric coordinate. Regarding the pre-processing filter, we
concatenated the real and complex values of the filtered input
image along the channel dimension before patch extraction.
Regarding the architecture of baselines, we used the standard
implementations published by the authors with the following
configurations.
DnCNN: number of layers=15, number of channels=160
IRCNN: number of layers = 13, number of channels = 256
U-Net: Init-features = 32
DRU-Net: Init-features = 32
Restormer: Transformer blocks = [4, 6, 6, 8], attention heads
= [1, 2, 4, 8] and number of channels = [16, 32, 64, 128].
SwinIR: Patch embedding dimension = 120, patch size = 1,
window size = 8, attention heads = [6,6,6,6,6,6].

B. Image denoising

Similar to the experiment for LDCT, we used multiMLP
architecture with the same structure. For this particular ex-
periment, we did not use the pre-processing filter to avoid
overfitting as our training set is very small. Regarding the
architecture of baselines, we used smaller networks for U-
Net ahnd DRU-Net for having a fair comparison with other
baselines and LoFi in terms of overfitting.
U-Net: Init-features = 19
DRU-Net: Init-features = 19
Wit these parameters, all baselines and LoFi have approximately
3M parameres.

C. Dark matter mapping

For this experiment, we used the same network architecture
as the experiment of LDCT for both LoFi and baselines.
Regarding dark matter mapping simulations, we used the
κTNG convergence maps [89], generated from the widely
used IllustrisTNG hydrodynamical simulation suite [90]–[94],
to build the train and test datasets for the models presented in
Figure 7. The κTNG dataset consists of 10 000 realizations of
5×5deg2 convergence maps for each of the 40 different source
redshifts with 0 < zs < 2.6. For the sake of simplicity, we have
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selected a single redshift slice, the 20th plane, corresponding
to zs = 0.858 for our experiments.

From the simulated convergence fields, κ, we have con-
structed the observed shear fields using Equation 5. We
follow [95, §5.2.1] for the noise simulation. The shear noise
n for each component of the shear and for each pixel i is
simulated as ni ∼ N (0, σ2

i ). The per-pixel standard deviation
can be computed as follows

σi =
σe√

(θ2/n2grid)× ngal

, (19)

where σe is the standard deviation of the intrinsic ellipticity
distribution, θ2 is the area of the simulated field in arcmin2,
n2grid is the total number of pixels in the field, and ngal is
the number density of galaxy observations given in number
of galaxies per arcmin2. We have used σe = 0.37, which is
the typical intrinsic ellipticity standard deviation, θ = 300
arcmin, which corresponds to the κTNG simulated area of
5 × 5deg2, ngal = 30 arcmin−2, which corresponds to the
projected number density expected in Stage IV surveys like
Euclid , and ngrid = 128.

D. Training details

LoFi is implemented in PyTorch on a machine with an Nvidia
A100 GPU with 80GB memory. LoFi and baselines were
trained for 200 epochs with ℓ1 loss using Adam optimizer [96]
with learning rate 10−4 and object batch size 64. In the case
of LoFi, for each mini-batch of random objects, we performed
optimization on a random mini-batch of 512 pixels 2 times.

E. Plug-and-Play ADMM

In this section, we briefly review plug-and-play (PnP)
framework for image reconstruction. PnP algorithms achieved
SOTA performance across a variety of image reconstruction
tasks including image super-resolution and deblurring [15],
[97], computed tomography (CT) [98] and magnetic resonance
imaging (MRI) [99], [100]; see also the recent review [101].
In PnP, a pre-trained Gaussian denoiser, typically a CNN,
is used as a prior. Gaussian denoisers are often cheaper in
both than generative priors [102], [103] in both training and
inference. Training generative models also requires large-scale
datasets and substantial computational resources. Recently, the
authors of [104] leveraged diffusion models [103], [105] as a
pre-trained denoiser in PnP framework and achieved excellent
performance for various image restoration tasks.

Originally, PnP [78] is developed based on the alternating
direction method of multipliers (ADMM) [106], where new
variables u and v are introduced to decouple the data fidelity
and regularization terms in (1) as follows,

min
f ,v

max
u

{
1

2σ2
∥q−Af∥22 +R(v) +

1

2η
∥f − v + u∥22

− 1

2η
∥u∥22

}
, (20)

where η is a penalty parameter that adjusts the convergence
rate. We alternate the optimization on f , u and v as follows,

fk = h(vk−1 − uk−1;α), (21)
vk = proxR(fk − uk−1; η), (22)
uk = uk−1 + (fk − vk), (23)

where α =
σ2

η
and,

h(z;α) ≜ (A∗A+ α)−1(A∗q+ αz), (24)

proxR(z; η) ≜ argmin
f

1

2η
∥f − z∥22 +R(f), (25)

where A∗ is the adjoint forward operator. The proximal operator
in (25) can be interpreted as the denoiser of z with image prior
R(·) and AWGN variance η. The key idea of the PnP is to
employ a powerful image denoiser, like a pre-trained CNN,
for (25). The convergence analysis of PnP is studied in the
literature [107]–[109].

F. Radio interferometric imaging

Radio interferometry is an imaging technique where we
acquire samples of the Fourier transform of the image along
curves [110], [111]. In radio interferometric imaging, aperture
synthesis techniques are used to acquire specific Fourier
measurements giving an incomplete coverage of the Fourier
plane. The inverse problem consists of recovering the entire
intensity image from Fourier measurements. In this case, the
forward operator in a simplified form writes

A = MRIF (26)

where MRI is a Fourier mask indicating the Fourier coverage
of the observations. We have omitted gridding and degridding
operations in between other corrections from the forward
operator for the sake of simplicity; a more detailed description
of the operator can be found in [110, §3.2].

VIII. FUTHER ANALYSIS AND ADDITIONAL EXPERIMENTS

In this section we provide further analysis of LoFi architec-
ture and additional experiments.

A. High-dimensional image denoising

In this section, we train LoFi on 29900 training samples
from the CelebA-HQ dataset at resolution 1024 × 1024 for
image denoising task (σ = 0.2).

Figure 14 illustrates the reconstructed images for both in-
distribution and OOD samples. This experiment shows that
LoFi can achieve high-quality reconstructions for large images
despite the simplicity of its architecture.

B. Equivariance to shifts and rotations

In many imaging and pattern recognition tasks, it is desirable
to work with functions that are invariant or equivariant to
shifts and rotations. Building such invariances into CNNs,
typically via group representation theory [112], [113] improves
generalization both in and out of distribution [114], [115].
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Fig. 13: Training dataset used for image denoising experiment at resolution 512× 512.

GTLoFiNoisy

14.9 dB 30.6 dB

15.1 dB 29.6 dB

In
-d

is
tr

ib
u
ti

o
n

O
O

D

15.2 dB 34.2 dB

Fig. 14: LoFi reconstructions on in-distribution and OOD data
for image denoising (σ = 0.2) at resolution 1024× 1024.

It is easy to see that LoFi is shift equivariant by design.
Indeed, the patch at position x+∆x in an image shifted by
∆x is exactly the same as the patch at position x in a non-
shifted image; the NNθ (MultiMLP) thus receives the same
input. This stands in contrast to most mainstream multi-scale
CNNs which are surprisingly sensitive even to 1-pixel shifts,
although equivariance can be restored by a careful design of
pooling and downsampling layers [116], [117].

Rotation equivariance is precluded for square patches, except
for angles that are multiples of π

2 . With circular patches shown
in Figure 3, when the image is rotated the NNθ receives
the same input only in a different order up to interpolation
error. Rotation equivariance could be implemented by applying
NNθ to rotation invariant features [118]–[121] extracted from
the circular patch or by averaging the output over rotations.
Even without this, however, LoFi is approximately rotation
equivariant because natural images are approximately locally
rotation invariant and the patch geometry is initialized as
circular.

Now, we assess LoFi performance on the image denoising
task when the input image is shifted or rotated. As shown in
Figure 15, we horizontally shifted the input noisy image for
15 pixels. As expected, LoFi’s reconstruction is shifted for 15
pixels and exhibits no degradation in the reconstruction quality.
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Fig. 15: Shift equivariance analysis for LoFi architecture; LoFi
exhibits no degradation in reconstruction quality when the input
noisy image is shifted for 15 pixels.

This experiment confirms that LoFi is a truly shift equivariant
network.

Figure 16 demonstrates the LoFi performance when the input
noisy image undergoes a 90-degree rotation. As expected, we
observe minimal degradation in reconstruction quality which
shows LoFi’s strong robustness under rotation. Note that, we
did not use any data augmentation to make the model robust
under translation and rotation during training.
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Fig. 16: Rotation equivariance analysis for LoFi architecture;
LoFi exhibits minimal degradation in reconstruction quality
when the input noisy image undergoes a 90-degree rotation.

Data SpaceFourier Space

Fig. 17: The learned filter H in (15).
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