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ABSTRACT

We present the framework for measuring angular power spectra in the Euclid mission. The observables in galaxy surveys, such as galaxy clustering
and cosmic shear, are not continuous fields, but discrete sets of data, obtained only at the positions of galaxies. We show how to compute the
angular power spectra of such discrete data sets, without treating observations as maps of an underlying continuous field that is overlaid with a
noise component. This formalism allows us to compute exact theoretical expectations for our measured spectra, under a number of assumptions
that we track explicitly. In particular, we obtain exact expressions for the additive biases (“shot noise”) in angular galaxy clustering and cosmic
shear. For efficient practical computations, we introduce a spin-weighted spherical convolution with a well-defined convolution theorem, which
allows us to apply exact theoretical predictions to finite-resolution maps, including HEALPix. When validating our methodology, we find that our
measurements are biased by less than 1% of their statistical uncertainty in simulations of Euclid’s first data release.

Key words. Methods: statistical; Surveys; Cosmology: observations; large-scale structure of Universe; Gravitational lensing: weak

1. Introduction

The photometric survey of the Euclid mission (Laureijs et al.
2011; Euclid Collaboration: Mellier et al. 2024) will infer cos-
mology using correlations between the observed angular po-
sitions of galaxies (angular galaxy clustering), their observed
shapes (cosmic shear), and the cross-correlation between posi-
tions and shapes (galaxy–galaxy lensing). These so-called two-
point statistics are powerful probes of the late-time evolution of
the Universe, both on their own and in a joint “3×2pt” analysis.
As a result, two-point statistics have become the de facto stan-
dard observable for cosmological analysis in Stage-III galaxy
surveys such as the Kilo-Degree Survey (Heymans et al. 2021),
the Dark Energy Survey (Abbott et al. 2022), and the Subaru
Hyper Suprime-Cam Survey (More et al. 2023).

Angular correlations can be quantified and measured in a va-
riety of ways. In so-called real-space methods, correlations are
measured in terms of real angular separation on the sky. Con-
versely, in harmonic-space methods, observations first undergo
a spherical harmonic transform before two-point statistics are
extracted. Examples of real-space methods include angular cor-
relation functions (Peebles 1973; Schneider et al. 2002), COSE-
BIs (Schneider et al. 2010), and band powers (Schneider et al.
2002), while examples of harmonic-space methods include var-
ious flavours of angular power spectra. As we will show be-
low, there are exact mathematical relations to transform between
real-space and harmonic-space observables. In practice, how-
ever, these transformations usually cannot be applied to mea-
sured data, so that real-space and harmonic-space methods are
effectively slightly different probes of the same underlying infor-
mation. For that reason, Euclid will deliver data products for all
of the aforementioned methods. In what follows, we describe the
harmonic-space measurement, whereas the real-space methods
will be described separately (Euclid Collaboration: Kilbinger et
al. in prep.).

Most current methodology for the measurement of angu-
lar power spectra for 3×2pt cosmology comes from the analy-
sis of the cosmic microwave background (CMB; e.g., Wandelt
et al. 2001; Hivon et al. 2002). However, the observables of
the CMB are continuous temperature and polarisation fields, of
which maps are created by carefully planned observations that
are slightly oversampled with respect to the instrument’s beam
size (Dupac & Tauber 2005). The same is not true for the ob-
servables in galaxy surveys such as Euclid: galaxy clustering ob-
serves the individual, discrete positions of galaxies, and cosmic
shear probes the gravitational lensing fields through the elliptic-
ities of galaxies at whatever positions these may be located.

To extract angular power spectra from a photometric galaxy
survey, the typical approach is then to treat observations as
if they were sampling continuous fields, much like the CMB

⋆ e-mail: n.tessore@ucl.ac.uk

(Alonso et al. 2019; Nicola et al. 2021). For galaxy clustering,
this requires an assumption that galaxies are discrete “tracers” of
an underlying galaxy density field. By making pixelated maps of
observed galaxy number counts, the idea is to create a fair repre-
sentation of this underlying field, up to a “shot noise” contribu-
tion in each pixel. Similarly, for cosmic shear, observed elliptici-
ties of galaxies are considered tracers of the weak lensing signal.
By averaging all observed ellipticities in each pixel of a cosmic
shear map, the assumption is that one recovers the underlying
field, up to a “shape noise” contribution due to the distribution
of intrinsic galaxy shapes.

The approximation of having a smooth, continuous map of
an underlying field overlaid with noise starts to break down when
observations are sparse with respect to the map resolution. For
example, at the angular resolution required for Euclid’s ambi-
tious science goals (Euclid Collaboration: Mellier et al. 2024),
we expect about half of the observed pixels in the resulting maps
to be empty. Our approach for Euclid is therefore to consider the
angular power spectra of the discrete data itself, similar to the
traditional analysis of spectroscopic galaxy catalogues (Heavens
& Taylor 1995; Tadros et al. 1999; Percival et al. 2004). As we
will show, this is possible without assuming that observations
recover an underlying continuous field. In particular, the angu-
lar power spectra from discrete data points are essentially the
spherical harmonics evaluated in said points, and can hence be
calculated in practice. Two other recent works (Baleato Lizan-
cos & White 2024; Wolz et al. 2024) have taken this approach
concurrently and independently.

Besides practical computation, the discrete angular power
spectra offer an additional advantage on the theoretical side:
not having to assume the existence of intermediary maps with
resolution-dependent “noise” greatly simplifies theoretical pre-
dictions for the measured spectra. Apart from a number of sci-
entific assumptions, which we track and call out explicitly, this
approach allows us to obtain an exact theory for the expectations
of our measurements. For angular galaxy clustering, we find that
the additive “shot noise” bias is not random but a known number,
and we obtain an expected galaxy clustering signal that depends
directly on the angular correlation function w(θ) as originally
defined by Peebles (1973), instead of the two-point statistics of
an ancillary galaxy density field. For cosmic shear, we obtain
an expression for the additive “shape noise” bias that correctly
treats the interplay between reduced shear and intrinsic galaxy
shapes, as well as a novel method to remove the residual addi-
tive bias from the intrinsic variance of the cosmic shear field.
In light of the stringent requirements on admissible biases in the
Euclid data processing pipeline, these results allow us to validate
our measurements to unprecedented levels of accuracy, which
would otherwise be impossible due to uncertainty in the expec-
tation values.
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Fig. 1. Overview of the methodology presented below. We apply the formalism for discrete angular power spectra in three distinct ways: i) Exact
spherical harmonic coefficients can be computed from the discrete data, without the use of maps. In turn, angular power spectra can be computed
from combinations of spherical harmonic coefficients. ii) The angular power spectra themselves can be computed from the discrete data. This is
inefficient for practical computation, but makes it possible to obtain exact expressions for the expected spectra. iii) The discrete data can be turned
into maps, and subsequently into spherical harmonic coefficients by means of a spherical harmonic transform. This can yield the same results as
the discrete transformation.

Directly measuring angular power spectra from maps is fast,
which makes it the de facto standard approach for obtaining
spectra, despite the emergence of competing harmonic-space
methods such as Quadratic Maximum Likelihood (QML) es-
timators (Tegmark 1997; Tegmark & de Oliveira-Costa 2001;
Maraio et al. 2023) or Bayesian Hierarchical Model (BHM) es-
timators (Alsing et al. 2016; Loureiro et al. 2023; Sellentin et al.
2023). Compared to discrete angular power spectra, the overall
computational cost of map-based spectra is essentially a function
of map resolution, and largely independent of the number of ob-
jects in the input catalogues. Map-based angular power spectra
therefore remain an attractive computational option, particularly
in the context of a large galaxy survey such as Euclid, where we
eventually expect more than 1.5 billion galaxies to be observed.

For this reason, we investigate ways to obtain spectra from
finite-resolution maps, while keeping the theoretical benefits of
the discrete methodology. We can achieve this by using a for-
malism for spin-weighted spherical convolution with an exact
convolution theorem. In principle, we are able to recover the dis-
crete angular power spectra up to a resolution-dependent band
limit, and hence apply the exact theoretical predictions to map-
based spectra. To improve performance even further, we also

show how this approach can be approximated using HEALPix
maps (Górski et al. 2005), which do not have an exact convolu-
tion theorem, and require special handling of the additive bias.

Overall, a schema of our approach is shown in Fig. 1. The
text is organised similarly. In Sect. 2, we review the theory of an-
gular power spectra, and develop results on which we rely later.
In Sect. 3, we compute the angular power spectra of discrete sets
of observations. In Sect. 4, we obtain the expectations of said
angular power spectra, for the cases in which the observations
are generated by point processes or random fields. In Sect. 5,
we show how to obtain the angular power spectra of discrete
observations from the usual maps. In Sect. 6, we validate our re-
sults against simulations, and show that our methodology can be
applied to Euclid’s first data release. We conclude with a brief
discussion of our method in Sect. 7.

The methodology presented here, for both the discrete and
map-based spectra, is implemented in a publicly available code
called Heracles.1 This code is used for data processing in
the 3×2pt pipeline within the Euclid Science Ground Segment.
However, it was designed from the ground up as a modular,

1 https://github.com/heracles-ec/heracles
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adaptable, and user-friendly general-purpose utility that can be
used for a multitude of probes and surveys.

2. Angular power spectra

In this section, we state key results and theorems regarding the
two-point statistics of arbitrary spherical functions (i.e., func-
tions on the sphere). The crucial point here will be that the con-
cepts of angular power spectra and angular correlation functions
are well-defined not only for the particular case of homogeneous
random fields, but for any function on the sphere, such as, e.g.,
an individual realisation of a random field.

In the following, we will always deal with spin-weighted
spherical functions, which sometimes have spin weight zero, and
we follow the definitions of Boyle (2016).2 We parametrise the
sphere using unit vectors, which we denote û and û′. A spherical
function f has spin weight s if the function value f (û) transforms
under a rotation γ of the coordinate frame in û as

f (û) 7→ e−isγ f (û) . (1)

It follows that a spherical function with non-zero spin weight is
necessarily complex-valued. Examples of a spin-weighted spher-
ical functions are, e.g., the global surface temperature on Earth
(s = 0), wind speed and direction (s = 1), or the polarisation of
the CMB (s = 2).

We generally only consider spherical functions f with spin
weight s that have an expansion into spin-weighted spherical
harmonics sYlm,

f (û) =
∑
lm

flm sYlm(û) , (2)

where, here and in the following, sums always extend over all
admissible values l ≥ |s| and −l ≤ m ≤ l. The coefficients flm of
the expansion are obtained by integration against the spherical
harmonics,

flm =
∫

f (û)
[

sYlm(û)
]∗ dû , (3)

where the integral extends over the entire sphere, and an asterisk
denotes complex conjugation. For s = 0, i.e., no spin weight, the
expansion is in the classical spherical harmonics Ylm ≡ 0Ylm. In
practice, we always have s = 0 or s = 2, but we will treat s as an
arbitrary integer spin weight as much as possible.

2.1. Two-point statistics

For any pair of spherical functions f and f ′ with respective spin
weights s and s′, where f = f ′ is allowed, we can define the
angular correlation C f f ′ (θ) as the correlation of f (û) and f ′(û′)
over all points û, û′ on the sphere separated by the angle θ,3

C f f ′ (θ) =
1

8π2

"
û·û′=cos θ

eisα f ∗(û) f ′(û′) e−is′α′ dû dû′ . (4)

Here, if the spin weights s and s′ are non-zero, the angles α
and α′ describe a rotation of the respective coordinate frames in û
and û′ such that the resulting correlation is frame-independent.4

2 For a geometric approach, see the appendix of Sellentin et al. (2023).
3 If the functions are complex-valued, they also have an additional
pseudo-correlation function, see Appendix C.
4 See Appendix A for expressions for α and α′.

It is clear that the definition (4) of the angular correlation func-
tion does not require f or f ′ to be random fields, or possess any
kind of symmetry.

For any angular correlation function C f f ′ , we can define an
associated angular power spectrum C f f ′

l as the coefficients of the
expansion of C f f ′ into the Wigner d functions dl

ss′ ,
5

C f f ′ (θ) =
∑

l

2l + 1
4π

C f f ′

l dl
ss′ (θ) . (5)

As usual, the coefficients are obtained by projection against the
basis functions,

C f f ′

l = 2π
∫ π

0
C f f ′ (θ) dl

ss′ (θ) sin(θ) dθ . (6)

The definition (5) of the angular power spectrum in terms of the
angular correlation function makes once again no reference to
random fields or symmetries.

To express the angular power spectrum C f f ′

l directly in terms
of the functions f and f ′, we can replace C f f ′ (θ) in the angular
power spectrum (6) by its definition (4),

C f f ′

l =
1

4π

"
f ∗(û) f ′(û′) eisα dl

ss′ (θ) e−is′α′ dû dû′ , (7)

where the angles α, θ, α′ still depend on û and û′, but we now
have two unrestricted integrals over the sphere. Inserting the
spherical harmonic addition theorem∑

m
sYlm(û) s′Y

∗
lm(û′) =

2l + 1
4π

eisα dl
ss′ (θ) e−is′α′ (8)

into the integrand in definition (7), the two integrals decouple,
and reduce to the spherical harmonic coefficients flm and f ′lm
given by definition (3). The angular power spectrum of spher-
ical functions f and f ′ is hence equivalently defined in terms of
their spherical harmonic coefficients,6

C f f ′

l =
1

2l + 1

∑
m

f ∗lm f ′lm . (9)

This expression is sometimes called “the estimator of the an-
gular power spectrum”, for reasons that are given below. How-
ever, expression (9) is in fact the true angular power spectrum
of the particular spherical functions f and f ′ (which, in cosmol-
ogy, are a particular realisation from a random process), as C f f ′

l
contains exactly the same information as the angular correlation
function (4).

2.2. Homogeneous random fields

The angular correlation function (4) is obtained by averaging a
spherical function over all pairs of points at a given angular sep-
aration θ. There is an important class of fields where this aver-
aging over direction does not remove information from the two-
point statistics. These are the random fields that are invariant
under rotations, which we call “homogeneous” on the sphere.7

5 For an introduction of the d functions see, e.g., Edmonds (1960).
6 Similar to the correlation function (4), if the functions are complex-
valued, they also have an additional pseudo-spectrum, see Appendix C.
7 Generally speaking, homogeneity is invariance under translations,
whereas invariance under rotations is isotropy. The translations of the
sphere are rotations, and any rotation of the sphere can be achieved by
three translations, so that homogeneity and isotropy are equivalent.
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Under a rotation R of the sphere the coefficients of the spher-
ical harmonic expansion (2) transform as (Boyle 2016)

flm 7→
∑
µ

flµ Dl
µm(R) , (10)

where Dl
µm is the Wigner D function. The importance of homo-

geneous random fields on the sphere is closely related to this
transformation: if f is a realisation of such a field,8 all of its sta-
tistical properties are by definition invariant under rotations, and
both sides of transformation (10) therefore have the same distri-
bution.

This is a very powerful statement: for example, consider the
product f ∗lm f ′l′m′ of modes from the spherical harmonic expan-
sion (2) of two functions f and f ′. Under the rotation (10), the
product transforms as

f ∗lm f ′l′m′ 7→
∑
µµ′

f ∗lµ f ′l′µ′ Dl∗
µm(R) Dl′

µ′m′ (R) . (11)

If f and f ′ are realisations of jointly homogeneous random
fields, both sides of transformation (11) must be equal in dis-
tribution. Taking the expectation over realisations, denoted ⟨ · ⟩,
we find

⟨ f ∗lm f ′l′m′⟩ =
∑
µµ′

⟨ f ∗lµ f ′l′µ′⟩Dl∗
µm(R) Dl′

µ′m′ (R) . (12)

Integrating out the rotation R on both sides using the orthogo-
nality of the D functions (Edmonds 1960, Eq. 4.6.1), we recover
expression (9) and thus obtain the well-known expectation,

⟨ f ∗lm f ′l′m′⟩ = δ
K
ll′ δ

K
mm′ ⟨C

f f ′

l ⟩ , (13)

where δK is the Kronecker delta symbol. In other words, the
modes of homogeneous random fields on the sphere are uncor-
related, unless their modes numbers coincide.9

Having obtained the two-point expectation (13) in harmonic
space, its equivalent ⟨ f ∗(û) f ′(û′)⟩ in real-space can be obtained
by computing the spherical harmonic expansion (2) of the prod-
uct, substituting expectation (13), and using the complex conju-
gate of the spherical harmonic addition theorem (8),

⟨ f ∗(û) f ′(û′)⟩ =
2l + 1

4π

∑
l

⟨C f f ′

l ⟩ e
−isα dl

ss′ (θ) eis′α′ . (14)

Factoring out the exponentials, the remaining sum is precisely
the expectation of the relation (5) between angular power spec-
trum and angular correlation function,

⟨C f f ′ (θ)⟩ =
2l + 1

4π

∑
l

⟨C f f ′

l ⟩ d
l
ss′ (θ) , (15)

and expectation (14) thus yields the expected two-point statistics
in real space,

⟨ f ∗(û) f ′(û′)⟩ = e−isα ⟨C f f ′ (θ)⟩ eis′α′ . (16)

Naturally, the inverse relation (6) to (15) holds in expectation as
well,

⟨C f f ′

l ⟩ = 2π
∫ π

0
⟨C f f ′ (θ)⟩ dl

ss′ (θ) sin(θ) dθ , (17)

and is consistent with expectations (16) and (14).
8 We always work with realisations of random fields, i.e., non-random
spherical functions, and not on the random fields themselves.
9 The expectation (13) is sometimes used to define the angular power
spectrum ⟨Cl⟩ of random fields, in which case expression (9) is called
an estimator of ⟨Cl⟩. However, we prefer to think of the sum (9) as
the actual, realised, observable angular power spectrum, and ⟨Cl⟩ as its
expectation over realisations.

2.3. Mixing matrices

An important special case is a random field f that is the product
of a homogeneous random field g and a non-stochastic spherical
function w,

f (û) = g(û) w(û) . (18)

We usually call w a “weight” function, but it is in fact arbitrary,
and could in principle encode systematic effects such as, e.g.,
position-dependent multiplicative biases, including higher-order
biases with non-zero spin weights (Kitching et al. 2021; Kitching
& Deshpande 2022). The functions in the product (18) can each
have an associated spin weight; if s, s1, s2 are the respective spin
weights of f , g,w, it follows that s = s1 + s2 by the definition of
the spin weight (1).

The angular correlation function (4) of f and a second such
field f ′ can be expressed in terms of g, g′ and w,w′,

C f f ′ (θ) =
1

8π2

"
û·û′=cos θ

[
eis1α g∗(û) g′(û′) e−is′1α

′
]

×
[
eis2α w∗(û) w′(û′) e−is′2α

′
]

dû dû′ . (19)

To compute the expectation of expression (19), we assume that g
and g′ are independent of w and w′. The expectation can then be
moved into the integral, and we recover the angular correlation
function (16) of g and g′,

eis1α ⟨g∗(û) g′(û′)⟩ e−is′1α
′

= ⟨Cgg′ (θ)⟩ . (20)

We can factor ⟨Cgg′ (θ)⟩ out of the integral, which reduces to the
angular correlation function (4) of w and w′,

⟨C f f ′ (θ)⟩ = ⟨Cgg′ (θ)⟩Cww′ (θ) . (21)

We thus find that the expected angular correlation of products of
homogeneous random fields and weight functions is the product
of their (expected) angular correlations.

Given expectation (21), we can also compute the expected
angular power spectrum using relation (6),

⟨C f f ′

l ⟩ = 2π
∫ π

0
⟨Cgg′ (θ)⟩Cww′ (θ) dl

ss′ (θ) sin(θ) dθ . (22)

We then expand the angular correlations ⟨Cgg′ (θ)⟩ and Cww′ (θ) in
the integral using relation (5). Since s = s1 + s2 and s′ = s′1 + s′2,
we obtain Gaunt’s integral for the d functions (Edmonds 1960),

1
2

∫ π

0
dl1

s1 s′1
(θ) dl2

s2 s′2
(θ) dl

ss′ (θ) sin(θ) dθ

= (−1)s−s′
(
l1 l2 l
s1 s2 −s

) (
l1 l2 l
s′1 s′2 −s′

)
, (23)

where the right-hand side contains the Wigner 3 j symbols. The
result expresses the expected angular power spectrum ⟨C f f ′

l ⟩ in
terms of the angular power spectra ⟨Cgg′

l ⟩ and Cww′
l ,

⟨C f f ′

l ⟩ = (−1)s−s′
∑
l1l2

(2l1 + 1) (2l2 + 1)
4π

⟨Cgg′

l1
⟩Cww′

l2

×

(
l1 l2 l
s1 s2 −s

) (
l1 l2 l
s′1 s′2 −s′

)
. (24)

There is hence a convolution theorem for angular power spectra
and angular correlation functions:10 the product of angular corre-
lation functions in the real-space expectation (21) corresponds to
10 The convolution theorem holds more generally for expansions in
Wigner d functions.
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the convolution of angular power spectra in the harmonic-space
expectation (24).

In practice, we usually want to keep the weight functions
fixed, and compute the expectation ⟨C f f ′

l ⟩ as a function of the
expected angular power spectrum ⟨Cgg′

l ⟩ of the underlying ran-
dom fields. In that case, the convolution (24) can be separated
into a linear operator containing the sum over l2,

Mww′
ll1 = (−1)s−s′

∑
l2

(2l1 + 1) (2l2 + 1)
4π

Cww′
l2

×

(
l1 l2 l
s1 s2 −s

) (
l1 l2 l
s′1 s′2 −s′

)
, (25)

which can subsequently be applied to any given ⟨Cgg′

l1
⟩,

⟨C f f ′

l ⟩ =
∑

l1

Mww′
ll1 ⟨C

gg′

l1
⟩ . (26)

We call the operator Mww′ the mixing matrix of the weights w,w′
applied to the fields f , f ′ and g, g′.11 This is slightly misleading,
since expression (25) is merely a formal “matrix” with infinitely
many rows and columns. However, in practice, it is always trun-
cated to a finite size, and hence indeed a matrix.

There is an important, non-trivial consequence of the above
derivation: the mixing matrix only maps the expected angular
power spectrum of a homogeneous random field to the expected
angular power spectrum of its product with another function. The
critical step occurs in the expectation (20), which only holds i)
in expectation and ii) for homogeneous random fields. If either
condition is not fulfilled, the mixing matrix formalism breaks
down. In particular, it follows that mixing matrices for random
fields cannot in general be multiplied: If the function w = w1 w2
is the product of spherical functions w1 and w2, then

Mww′ , Mw1w′1 Mw2w′2 (27)

except for special cases. The reason is a lack of homogeneity:
the random field w2 g that yields the mixing matrix Mw2w′2 is
no longer homogeneous, and the product w1 (w2 g) is hence not
described by a second mixing matrix application. For example,
consider the respective footprint of the northern and southern
hemisphere. Individually, both footprints have the same angular
correlation function, same angular power spectrum, and same
non-vanishing mixing matrix. But since the product of the foot-
prints is identically zero, so is their combined mixing matrix.

3. Discrete observations

Having reviewed the theory of angular power spectra, we now
turn our attention towards creating the necessary spherical func-
tions from sets of discrete observations. To this end, we consider
two distinct types of observations:

– Points. The information lies in the distribution of the ob-
served positions themselves, which have no further data at-
tached.

– Fields. The information comes from the observed values of
some underlying spherical function, which is observed in a
discrete set of points.

Depending on which kind of data we wish to analyse, we must
proceed in slightly different ways.

11 Note that the mixing matrix Mww′ depends not only on w and w′ but
also on the complete set of spin weights.

3.1. Points

We first consider the case where we observe a number of
points ûk, k = 1, 2, . . ., on the sphere, as well as a set of
weights wk.12 In the specific case of Euclid, this might be the
observed angular positions of galaxies. We can represent the set
of observed points as a sum of “point masses” using the Dirac
delta function δD,

n(û) =
∑

k

wk δ
D(û − ûk) , (28)

where the sum extends over the observed points. This turns
the discrete observations into a function defined over the entire
sphere. The spherical function n has spin weight s = 0 and is
a true (weighted) number density, since the integral of the defi-
nition (28) over any given area of the sphere produces the con-
tained (weighted) number of observed points.

The spherical harmonic expansion (2) of the observed num-
ber density n is readily obtained: inserting the function (28) into
the definition (3) of the spherical harmonic coefficients, we can
use the defining property of the delta function,

nlm =
∑

k

wk Y∗lm(ûk) . (29)

The spherical harmonic coefficients of the number density n are
hence simply the weighted, complex-conjugated values of the
spherical harmonics in the observed points.

To compute the angular power spectrum (9) of n and a sec-
ond set of points û′k′ with weights w′k′ and associated number
density n′,13 it suffices to insert the sum (28) of delta functions
for n and n′ into definition (7), set the spin weights to zero, and
carry out the integration. The result is

Cnn′
l =

1
4π

∑
kk′

wkw′k′ Pl(cos θkk′ ) , (30)

where Pl = dl
00 is the Legendre polynomial, and θkk′ is the angle

between ûk and û′k′ . This is the exact angular power spectrum for
any two sets of points.

3.2. Fields

Next, we consider observations of a set of (complex) function
values gk, k = 1, 2, . . ., which are observed at points ûk on the
sphere, and given weights wk. As in the case of the number den-
sity (28), we can construct a spherical function f from the dis-
crete observations using the Dirac delta function δD,

f (û) =
∑

k

gk wk δ
D(û − ûk) , (31)

where the sum extends over all observed values. As before, we
obtain a function which is defined over the entire sphere. The
spin weight s of f is the sum of the respective spin weights s1
and s2 of g and w: if a rotation γ of the sphere in ûk transforms gk
into e−is1γ gk and wk into e−is2γ wk, the function value f (ûk) trans-
forms into e−isγ f (ûk).

12 In what follows, we always implicitly assume that positions have
spin-0 weights, since that is the only practically relevant case. How-
ever, our results generalise straightforwardly to the spin-weighted case.
For unweighted observations, the weights are set to unity.
13 The two observed sets of points can be one and the same.
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To compute the spherical harmonic expansion (2) of f , it
once again suffices to insert the function (31) into the defini-
tion (3) of the spherical harmonic coefficient and use the defining
property of the delta function,

flm =
∑

k

gk wk sY
∗
lm(ûk) . (32)

The spherical harmonic coefficients are therefore the complex
conjugate values of the spin-weighted spherical harmonics in
the observed points, multiplied by the observed values and their
weights.

To compute the angular power spectrum of f and a second,
similarly-defined function f ′,14 we proceed as above, inserting
the sum (31) of delta functions for f and f ′ into definition (7)
and carrying out the integration. The resulting angular power
spectrum for f and f ′ is

C f f ′

l =
1

4π

∑
kk′

g∗k g′k′ wk w′k′ eisαkk′ dl
ss′ (θkk′ ) e−is′α′kk′ , (33)

where the angles αkk′ , θkk′ , α
′
kk′ are defined for each pair of

points ûk, û′k′ as in definition (4). This is the exact angular power
spectrum given two discrete sets of observed values on the
sphere.

The discrete angular power spectrum (33) demonstrates the
equivalence between harmonic and real space nicely: it is equiv-
alent to the well-known real-space estimator (Schneider et al.
2002), transformed pair by pair to harmonic space using the
transformation (6).15

3.3. Cross-correlations

Finally, we can consider the case where we wish to obtain the
two-point statistics between discrete sets of measured points and
measured function values. Following the preceding sections, we
can construct spherical functions n and f ′ using the sums (28)
and (31) of delta functions, respectively. The angular power
spectrum is once again obtained by inserting n and f ′ into defi-
nition (7) and integrating out the delta functions,

Cn f ′

l =
1

4π

∑
kk′

g′k′ wk w′k′ dl
0s′ (θkk′ ) e−is′α′kk′ , (34)

where s′ is the spin weight of f ′, and the angles θkk′ , α
′
kk′ are

defined as above. Naturally, the result (34) is merely the special
case of the angular power spectrum (33) when setting f = n, and
hence gk ≡ 1 and s = 0.

4. Expectations

We are now able to compute expectations of the angular power
spectra (30), (33), and (34) when the observations are random
variates, such as the cosmological data observed by Euclid. We
once again have to distinguish the cases where we observe points
(e.g., galaxy positions) and fields (e.g., cosmic shear). In the first
case, we have two-point statistics from observed points, which
are generated by point processes on the sphere. In the second
case, we have two-point statistics from observed function values,
which are generated by random fields.

14 The two observed functions can be one and the same.
15 In practice, however, both contain slightly different information,
since we cannot measure them over all angular scales, which would
be required to carry out the transformation mathematically.

There is a subtle difference between point processes and ran-
dom fields beyond the fact that we observe positions for one and
function values for the other. It is encoded in what will be called
Assumption 1 and Assumption 6 below: to compute an expec-
tation for point processes, we must allow the random positions
to vary. This means that we require a priori information about
the probability of observing a point anywhere on the sphere. For
random fields, we are instead able to compute expectations con-
ditional on the observed positions and weights.

4.1. Point processes, angular clustering

For observations generated by point processes, we compute the
expectation of the angular power spectrum (30) for the observed
number densities n and n′. To do so, the sum in expression (30) is
split into separate sums over the set of true pairs of distinct points
(denoted here by k . k′, meaning ûk and û′k′ are not the same ob-
served point) and over the set of degenerate pairs of identical
points (denoted by k ≡ k′, meaning ûk and û′k′ are the same ob-
served point),

Cnn′
l =

1
4π

{∑
k.k′
+

∑
k≡k′

}
wkw′k′ Pl(cos θkk′ ) . (35)

The second sum is sometimes empty, but not always, e.g., when
computing an auto-correlation, where n and n′ describe the same
observation. Since θkk′ = 0 for k ≡ k′, the second sum contains
only Pl(1) = 1, and reduces to the total weight of degenerate
pairs of points in n and n′, for which we define

Ann′ =
1

4π

∑
k≡k′

wkw′k′ . (36)

For an auto-correlation, Ann′ is simply the total squared weight.
Overall, we thus find that the angular power spectrum (30) can
be written as

Cnn′
l =

1
4π

∑
k.k′

wkw′k′ Pl(cos θkk′ ) + Ann′ , (37)

where the remaining sum contains the two-point statistics from
true pairs of distinct points. The term Ann′ is an additive bias from
degenerate pairs of identical points, which is often called the
“noise bias”. However, even though Ann′ is a stochastic quantity
over realisations of the point processes, for any given realisation
of points, the bias (36) is evidently a known number that we can
compute exactly.

We thus subtract Ann′ from both sides of expression (37) and
compute the expectation of the bias-subtracted angular power
spectrum,

⟨Cnn′
l − Ann′⟩ =

1
4π

〈∑
k.k′

wkw′k′ Pl(cos θkk′ )
〉
. (38)

Our goal is to express this expectation in terms of the intrinsic
two-point statistics of the point process. The main difficulty lies
in the fact that we may not have a complete sample of observa-
tions; for example, because we were only able to observe part of
the sphere, as happens in any galaxy survey such as Euclid. In
addition, there may be complicated observational effects at play,
which result in some random points being missed even within
the survey footprint. Any systematic removal of points from our
sample affects the observed two-point statistics, and must hence
be carefully taken into account.
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To compute the expectation (38) with missing observations
and systematic effects, we set wk = 0 and w′k′ = 0 for all unob-
served points ûk and û′k′ in the (unknown) complete sample. We
can then extend the sum in expression (38) to all points gener-
ated by the point process, both observed and unobserved, with-
out changing its value,16

⟨Cnn′
l − Ann′⟩ =

1
4π

〈 ∑
all k.k′

wkw′k′ Pl(cos θkk′ )
〉
. (39)

Since each realisation of the point process yields a different set of
observed points, the weights wk and w′k′ in the expectation (39)
are themselves random variables. We can use the law of total
expectation to compute the expectation of wk conditional on ûk,
by making

Assumption 1. There exist functions v and v′ that describe the
expected weight conditional on the observed position,

⟨wk | ûk⟩ = v(ûk) , (40)

and similarly ⟨w′k′ | û
′
k′⟩ = v′(û′k′ ).

We call v and v′ the (weighted) visibility of the respective obser-
vation; for unit weights, the value v(û) is a number between 0
and 1 that describes the a priori probability that a point sampled
in a given position ûk is observed. For general weights, the ex-
pectation is also taken over realisations of their values. In prac-
tice, estimating the visibility of a galaxy imaging survey is an
open problem, and the subject of ongoing research (Johnston
et al. 2021; Rodríguez-Monroy et al. 2022).

Using the visibility (40), the expectation (39) no longer de-
pends on the exact set of observed points,

⟨Cnn′
l − Ann′⟩ =

1
4π

〈 ∑
all k.k′

v(ûk) v′(û′k′ ) Pl(cos θkk′ )
〉
. (41)

In fact, the expectation of the sum in expression (41) depends
solely on the pairs of points ûk, û′k′ in a given realisation. We can
hence make

Assumption 2. All observed pairs of points have the same a
priori distribution.

This is a weak assumption, since it is difficult to imagine how
any specific pair of points in a realisation might be a priori dis-
tinguishable from the rest.

Under Assumption 2, all terms in the sum in expression (41)
have the same expectation. If N and N′ are the respective total
number of points for each point process, there are NN′ pairs of
points,17 and hence terms in the sum. Introducing functions n̄
and n̄′ with

n̄(û) =
N
4π

v(û) , (42)

and similarly n̄′(û′) = (4π)−1N′ v′(û′), the expectation (41) is

⟨Cnn′
l − Ann′⟩ = 4π

〈
n̄(û) n̄′(û′) Pl(cos θ)

〉
, (43)

16 Of course, we do not know where the unobserved points ûk are, but
that will not be a problem for computing the expectation.
17 For simplicity, we use NN′ for the number of pairs here, while the
true number of pairs might be slightly different, e.g., N(N − 1) for an
auto-correlation. If the difference is significant, one can introduce a pair
count correction factor.

where û, û′ is a pair of random points, and θ is the angular sepa-
ration between them. The functions n̄ and n̄′ can be understood
as the position-dependent mean density of the observed points,
taking the visibility into account.18

The remaining expectation on the right-hand side of expres-
sion (43) contains two random effects: one is the angular distri-
bution of points, and the other is the random realisation of the
mean densities. Here, we are only interested in the former, and
we therefore make

Assumption 3. The expected angular power spectrum is condi-
tional on the observed densities of points.

To see why the expectation over realisations with varying density
is not very interesting, one can imagine a point process where
the distribution of points is smoother or clumpier depending on
the realised density. In that case, the expected two-point statis-
tics over all densities can be arbitrarily different from the expec-
tation conditional on the observed density, and we can extract
essentially no information from our measurement. We hence
want to compute an expectation that is “close” to our observa-
tion, except for the angular distribution of the points. This also
agrees with intuition, since the (conditional) expectation of the
observed density (28) over realisations of positions is then equal
to the mean density (42),〈
n(û)

〉
= n̄(û) . (44)

However, our assumption comes with two important caveats:
firstly, for galaxy clustering, the number of galaxies (as well as
their weights, if given) will depend to some degree on the un-
derlying realisation of the universe, and we are hence assuming
that this correlation can be neglected.19 Secondly, in practice,
we have no a priori knowledge about the mean density n̄, and
we must hence estimate it from the observations themselves. We
will check the impact of the latter point in Sect. 6.

Using Assumption 3, only the expectation over positions re-
mains in expression (43), which is a double integral over the
sphere,〈
n̄(û) n̄′(û′) Pl(cos θ)

〉
=

"
n̄(û) n̄′(û′) Pl(cos θ) p(û, û′) dû dû′ , (45)

with p(û, û′) dû dû′ the a priori probability of the point process
to generate a pair of points in dû dû′. In the general case, this
integral must be evaluated explicitly. But for the point processes
in which we are interested here, we can make

Assumption 4. The point processes are homogeneous on the
sphere, i.e., their distribution is unchanged under rotations of the
sphere.

For galaxy clustering, this assumption is usually granted by the
“cosmological principle”.

Under Assumption 4, the joint probability density p(û, û′) in
the integral (45) depends only on the angular distance θ between
the pair of points û and û′. It can be written as (Landy & Szalay
1993; Peebles 1973)

p(û, û′) =
1 + w(θ)

(4π)2 , (46)

18 This definition also has a conceptual advantage: given n̄(û), we never
have to define the exact sample of points to which N and v(û) refer. Such
a definition would be difficult for Euclid, with its complicated coverage
from different ground-based surveys.
19 This is essentially the same as Assumption 6 for random fields such
as cosmic shear.
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where w is the expected angular correlation function of density
fluctuations in the observed point processes, which describes the
clustering of points.20

Inserting the integral (45) and joint probability density (46)
into expectation (43), we find that only n̄ and n̄′ depend explicitly
on the positions û and û′, while everything else depends on the
angular separation θ alone,

⟨Cnn′
l − Ann′⟩ =

1
4π

"
n̄(û) n̄′(û′)

[
1 + w(θ)

]
Pl(cos θ) dû dû′ .

(47)

Writing the double integral over the sphere in terms of the angu-
lar separation θ recovers precisely the definition (4) of the angu-
lar correlation function Cn̄n̄′ ,

⟨Cnn′
l − Ann′⟩ = 2π

∫ π

0
Cn̄n̄′ (θ)

[
1+w(θ)

]
Pl(cos θ) sin(θ) dθ . (48)

Integrating the two terms of 1 + w(θ) separately, the former is
the transformation (6) from Cn̄n̄′ (θ) to Cn̄n̄′

l , while the latter is
the convolution (22) of Cn̄n̄′ (θ) and w(θ), which we can write in
the form of a mixing matrix product (26). Overall, we can hence
write the expectation (48) as

⟨Cnn′
l − Ann′⟩ = Cn̄n̄′

l +
∑

l1

Mn̄n̄′
ll1 wl1 , (49)

where Mn̄n̄′
ll1

is the mixing matrix (25) due to the mean density
functions n̄ and n̄′, and wl is the angular power spectrum of the
point processes, obtained from the intrinsic angular correlation
function w using relation (6).

We hence find that the expectation (49) contains the desired
intrinsic two-point statistics of the point processes, in the form
of wl. However, the signal is doubly contaminated when the
mean densities n̄ and n̄′ contain systematic variations, by both
the angular power spectrum Cn̄n̄′

l and by the associated mixing
matrix Mn̄n̄′

ll1
. To remove these contaminations, we can directly

manipulate expression (49) until it yields an estimator for wl.
While this approach is somewhat unusual in harmonic space, we
show in Appendix B that it recovers well-known results from
real space, such as the estimator of Landy & Szalay (1993).

In what follows, we focus instead on the more traditional
approach for isolating the signal wl in the expectation (49). We
directly construct spherical functions δ and δ′ for the number
density contrast of the observed points,

δ(û) =
n(û) − n̄(û)

n̄0
, (50)

and equivalently for δ′(û′), where n̄0 = N/(4π) denotes the to-
tal mean density over the sphere. Note that we divide here by
a constant, and not by the function n̄.21 That makes the density
contrast (50) a linear combination of the spherical functions n
and n̄, and the angular power spectrum of δ and δ′ is hence

Cδδ
′

l =
Cnn′

l −Cn̄n′
l −Cnn̄′

l +Cn̄n̄′
l

n̄0n̄′0
. (51)

We therefore find that measuring the angular power spectrum of
the number density contrast (50) yields a result that is equivalent

20 The angular correlation function w is not to be confused with the
weight w.
21 See Appendix B for the alternative case.

to the partial-sky harmonic-space Landy–Szalay estimator (B.4).
The expectation ⟨Cδδ

′

l ⟩ of the angular power spectrum (51) is
readily computed using expressions (42), (44), and (49),

⟨Cδδ
′

l − Aδδ
′

⟩ =
∑

l1

Mvv′
ll1 wl1 , (52)

where Mvv′ is the mixing matrix for the visibilities v and v′,
and Aδδ

′

= (n̄0n̄′0)−1Ann′ is the rescaled additive bias.

4.2. Random fields, cosmic shear

The second case of interest is where we observe values gk which
are the variates of an underlying random field, and use them to
construct a spherical function f using definition (31). If there is
a spherical function g such that the observations are the function
values gk = g(ûk) of g in the observed points, we can use the
defining property of the delta function to factor g(û) out of the
sum in definition (31),

f (û) = g(û)
∑

k

wk δ
D(û − ûk) . (53)

For the remaining sum, we introduce a spherical function w,
which we call the weight function of the random field,22

w(û) =
∑

k

wk δ
D(û − ûk) . (54)

We can therefore write f (û) = g(û) w(û), and understand our
constructed function f as the product of the function g under
observation and a weight function w that encodes where and how
well g has been observed.

If the function g is the realisation of a random field, we want
to use the mixing matrix formalism (26) to compute the expecta-
tion of the angular power spectrum (33) of f and a second such
function f ′ with f ′(û′) = g′(û′) w′(û′). To this end, we firstly
require

Assumption 5. The functions g and g′ are realisations of jointly
homogeneous random fields.

In the case of cosmic shear, this is once again a reasonable as-
sumption by the cosmological principle. To apply the mixing
matrix formalism, we further require

Assumption 6. The distribution of observed values gk is condi-
tional on the observed positions ûk and weights wk.

For cosmic shear, this assumption implies two approximations.
Firstly, it ignores that the positions of galaxies are slightly cor-
related with their shears (source–lens clustering, Linke et al.
2024), since both positions and shears are ultimately connected
to the large-scale structure of the universe. Secondly, the weights
and values of shear observations are generally also slightly cor-
related, since more extreme galaxy shapes are harder to measure
accurately, and thus given lower weights.

Under Assumptions 5 and 6, only the functions g and g′ are
considered realisations of (homogeneous) random fields when
computing the expectation of the angular power spectrum (33)
for f = g w and f ′ = g′ w′, while w and w′ are considered fixed

22 Note the difference between the weight function w of a random field,
which consists of the given weights wk in the observed positions ûk, and
the visibility (40) of a point process, which is an expectation over the
entire sphere.
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functions. We can hence use the mixing matrix formalism (26)
to obtain the expected angular power spectrum of f and f ′,

⟨C f f ′

l ⟩ =
∑

l1

Mww′
ll1 ⟨C

gg′

l1
⟩ , (55)

where the mixing matrix is computed for the weight functions w
and w′ of point masses following definition (54).

The situation is slightly more complicated if we observe the
field g only indirectly via some intermediary observable. For
cosmic shear, that is the galaxy ellipticity ϵk, which probes the
cosmic shear field through the effect of weak gravitational lens-
ing on the intrinsic galaxy shapes (e.g., Bartelmann & Schneider
2001),

ϵk =
ϵ ik + gk

1 + g∗kϵ
i
k

, (56)

where ϵ ik is the intrinsic galaxy ellipticity that would have been
observed without gravitational lensing. We say that the elliptic-
ity ϵk traces the cosmic shear field g, because the conditional
expectation of ϵk for a fixed value gk and random orientations of
the galaxy is (Seitz & Schneider 1997)〈
ϵk

∣∣∣ gk
〉
= gk . (57)

However, even though the observed ellipticity is an unbiased es-
timate of the cosmic shear field, the intrinsic variability of galaxy
shapes leads to an increase in variance compared to the pure cos-
mic shear signal,

〈
|ϵk |

2〉 = 〈
|gk |

2〉 + 〈
|ϵ ik |

2
(
1 − |gk |

2)2

1 − |gk |
2 |ϵ ik |

2

〉
. (58)

The second term in expectation (58) is an additional variance
commonly called “shape noise”, and we see that the effect de-
pends on both the variance of the intrinsic galaxy ellipticity and
the one-point statistics of the cosmic shear field. In practice,
there is a further contribution to shape noise due to the variance
from imperfect shape measurement.

To understand the impact of noise on the expected angular
power spectrum of a random field g, we make

Assumption 7. Observed values of the random field g have in-
dependent noise contributions.

Taken in isolation, this is not a good approximation for the shape
noise of cosmic shear, since galaxies have intrinsic alignments
(Joachimi et al. 2015; Kiessling et al. 2015; Kirk et al. 2015;
Troxel & Ishak 2015). However, intrinsic alignments are gener-
ally absorbed into the theoretical prediction of the cosmic shear
signal, so that our assumption is effectively a statement about our
capability to model this effect.

Under Assumption 7, the expectation (55) of the angular
power spectrum does not change its signal content, but picks up
an additional variance term,

⟨C f f ′

l ⟩ =
∑

l1

Mww′
ll1 ⟨C

gg′

l1
⟩ + A f f ′ , (59)

where A f f ′ is the additive bias due to the noise variance σ2
kk′

from degenerate pairs of identical objects (denoted as before by

k ≡ k′),23

A f f ′ = δKss′
1

4π

∑
k≡k′

wkw′k′ σ
2
kk′ , (60)

where s and s′ are the spin weights of f and f ′, respectively,
as before. For random fields, the additive bias A f f ′ is therefore
a true “noise bias”, in the sense that it is the expectation of a
stochastic noise contribution, unlike the additive bias Ann′ of the
point process, which is a known number for each realisation.

For cosmic shear, we do not know, a priori, the additional
variance σ2

kk′ due to shape noise for each observed value gk

or g′k′ . In that situation, we can construct an estimateA f f ′ of the
additive bias from the variance of the noisy observations (Nicola
et al. 2021),

A f f ′ = δKss′
1

4π

∑
k≡k′

wkw′k′ ϵ
∗
k ϵ
′
k′ . (61)

By expectation (58), this is a biased estimator for a non-
vanishing A f f , since it contains not only the variance due to
shape noise, but the sum of intrinsic and noise variance,

⟨A f f ′⟩ = A f f ′ + δKss′
1

4π

∑
k≡k′

wkw′k′ ⟨C
gg′ (0)⟩ , (62)

where the expected zero-lag angular correlation ⟨Cgg′ (0)⟩ is the
intrinsic variance of the random fields g and g′. SubtractingA f f ′

from the measured angular power spectrum C f f ′

l and taking the
expectation using expressions (59) and (62) , we obtain

⟨C f f ′

l −A f f ′⟩ =
∑

l1

Mww′
ll1 ⟨C

gg′

l1
⟩

− δKss′
1

4π

∑
k≡k′

wkw′k′ ⟨C
gg′ (0)⟩ . (63)

Noting that the two-point statistics of g and g′ enter both terms
on the right-hand side of the expectation, we use relation (5) and
the properties of the Wigner d function to replace ⟨Cgg′ (0)⟩ by a
sum over the expected angular power spectrum,

⟨Cgg′ (0)⟩ = δKs1 s′1

∑
l

2l + 1
4π

⟨Cgg′

l ⟩ , (64)

with s1 and s′1 the respective spin weights of g and g′, as above.
The expectation (63) is therefore equivalent to

⟨C f f ′

l −A f f ′⟩ =
∑

l1

Mww′
ll1 ⟨C

gg′

l1
⟩ , (65)

where we have introduced the reduced mixing matrix

Mww′
ll1 = Mww′

ll1 − δ
K
ss′ δ

K
s1 s′1

2l1 + 1
4π

1
4π

∑
k≡k′

wkw′k′ . (66)

In the expectation (65), the bias introduced byA f f ′ is thus com-
pletely absorbed intoMww′

ll1
.

As it turns out, the reduced mixing matrix has a much sim-
pler interpretation than the definition (66) suggests. Consider the
23 Here, degenerate pairs refer to observations of the same random field
value gk ≡ g′k′ . Apart from auto-correlations, such pairs also arise, e.g.,
for cosmic shear when one set of galaxies is observed with two different
shape measurement methods, where it may be the case that gk ≡ g′k′
but ϵk , ϵ′k′ and wk , w′k′ .
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angular power spectrum (33) for the pair of weight functions w
and w′ with respective spin weights s2 and s′2. Following ex-
pression (35), we split Cww′

l into contributions from true pairs of
distinct points (k . k′) and degenerate pairs of identical points
(k ≡ k′), so that we may define the known additive bias Aww′ for
the weight functions w and w′,

Aww′ = δKs2 s′2

1
4π

∑
k≡k′

wkw′k′ . (67)

Since s = s1 + s2 and s′ = s′1 + s2, we can substitute Aww′ for the
sum in expression (66),

Mww′
ll1 = Mww′

ll1 − δ
K
ss′ δ

K
s1 s′1

2l1 + 1
4π

Aww′ . (68)

Furthermore, we can substitute the Kronecker symbols by an
identity for the Wigner 3 j symbols,

δKss′ δ
K
s1 s′1
=

∑
l2σ

(2l2 + 1)
(

l l1 l2
−s s1 σ

) (
l l1 l2
−s′ s′1 σ

)
. (69)

Using the fact that Aww′ vanishes unless s2 = s′2, an equivalent
way to write expression (68) is therefore

Mww′
ll1 = Mww′

ll1 − δ
K
ss′

∑
l2

(2l1 + 1) (2l2 + 1)
4π

Aww′

×

(
l1 l2 l
s1 s2 −s

) (
l1 l2 l
s′1 s′2 −s′

)
. (70)

Comparing the result to the definition (25) of the mixing matrix,
we indeed obtain a straightforward interpretation of the reduced
mixing matrix,

Mww′
ll1 = (−1)s−s′

∑
l2

(2l1 + 1) (2l2 + 1)
4π

(
Cww′

l2 − δKss′ Aww′
)

×

(
l1 l2 l
s1 s2 −s

) (
l1 l2 l
s′1 s′2 −s′

)
. (71)

In other words, the reduced mixing matrix is the mixing matrix
of the angular power spectrum Cww′

l with its additive bias Aww′

subtracted.
To summarise, we obtain the following four key results. For

noisy observations where the additive bias to the angular power
spectrum is not known, which is the case for cosmic shear, we
can construct the estimate (61) using the variance of the noisy
observations. Subtracting the estimated additive bias from the
measured angular power spectrum leads to a biased expecta-
tion (63) with respect to the mixing matrix formalism, since the
estimate contains not only the additional variance due to noise,
but also the intrinsic variance of the fields. However, we can
return the expectation (65) to standard form by introducing a
reduced mixing matrix, which implicitly removes the intrinsic
variance of the random fields from the expected angular power
spectrum. Finally, the reduced mixing matrix (71) is simply the
mixing matrix with the additive bias of the weight functions,
which is a known number, subtracted.

The nature of this correction becomes clear in real space.
The unknown noise variance σ2 is a delta-like contribution to
the expected angular correlation function of the random fields,

⟨Cgg′ (θ)⟩ 7→ ⟨Cgg′ (θ)⟩ + σ2 δD(cos θ − cos 0) . (72)

Subtracting the additive bias from the angular power spectrum
is equivalent to subtracting the variance, which is the zero-lag

correlation, from the angular correlation function. There is hence
a correspondence

C f f ′

l −A f f ′ ⇐⇒ C f f ′ (θ) −C f f ′ (0) δD(cos θ − cos 0) (73)

for the random fields, and

Cww′
l − Aww′ ⇐⇒ Cww′ (θ) −Cww′ (0) δD(cos θ − cos 0) (74)

for the weight functions. By expectation (21), the real-space
equivalent of the reduced mixing matrix expectation (65) is
hence〈
C f f ′ (θ) −C f f ′ (0) δD(cos θ − cos 0)

〉
=

[
⟨Cgg′ (θ)⟩ + σ2 δD(cos θ − cos 0)

]
×

[
Cww′ (θ) − Cww′ (0) δD(cos θ − cos 0)

]
, (75)

where we can evaluate the right-hand side for all θ ≥ 0 without
knowing the value of σ2.

4.3. Cross-correlations, galaxy–galaxy lensing

The final case of interest is the cross-correlation of points ûk gen-
erated by a point process, and observed values g′k′ = g(û′k′ ) from
the realisation g of a random field. The two observations define
the spherical functions n and f ′ as above.

For the expectation of the angular power spectrum (34) of n
and f ′, we again fundamentally rely on Assumption 6: the dis-
tribution of observed values g′k′ is conditional on the observed
points ûk and weights w′k′ , which are held fixed. We assume
that this remains true even when correlating positions and val-
ues from a single observation, in which case the observed posi-
tions are both random variates (within n) and fixed (within w′
and hence f ′). For galaxy–galaxy lensing, the approximation
performs worse than for cosmic shear; this is seen in Sect. 6.
As in the case of intrinsic alignments, the assumption is there-
fore effectively a statement about our ability to model the effect
of source–lens clustering in the theory part of the expectation.

To treat the point process in the expectation of the angu-
lar power spectrum (34), we proceed as before. We extend the
sum over k to all points using the visibility (40), and replace wk
by v(ûk) under Assumption 1,

⟨Cn f ′

l ⟩ =
1

4π

〈∑
all k

∑
k′

g′k′ v(ûk) w′k′ dl
0s′ (θkk′ ) e−is′α′kk′

〉
. (76)

While Assumption 2 considers pairs of points, here we only have
a single set, and hence make

Assumption 8. All random points in the cross-correlation have
the same a priori distribution.

As in the case of pairs of points, this seems a weak assumption,
since it is difficult to imagine how individual points might be a
priori distinguishable from each other.

Under Assumption 8, the sum over k in expectation (76) re-
duces to N identically distributed terms. Using definition (42),
we can replace the product of N and visibility v by the mean
number density n̄. Using the definition (54) of the weight func-
tion w′, we may also replace the remaining sum over k′ by an
integral over û′,

⟨Cn f ′

l ⟩ =

∫ 〈
g′(û′) n̄(û) w′(û′) dl

0s′ (θ) e−is′α′
〉

dû′ , (77)
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where the angles θ and α′ now describe the relative orientation
between the random point û and û′.

Using Assumptions 6, we can factor the weight w′(û′) out
of the integral in expectation (77). Furthermore, using Assump-
tion 3, the expectation is conditional on the mean number den-
sity n̄, and only the position û in n̄(û) is random. The remaining
expectation in (77) therefore reduces to the random point û and
the random field g′. It can be computed in two steps using the law
of total expectation. Using the angular correlation (16), the ex-
pectation of a homogeneous (by Assumption 5) random field g′
conditional on û is

⟨g′(û′) e−is′α′ | û⟩ = γ(θ) , (78)

where γ is the expected angular cross-correlation function.24 For
galaxy–galaxy lensing, the expected correlation is more com-
monly written in terms of a tangential component γt and cross-
component γ× as γ(θ) = γt(θ) + i γ×(θ).

Combining expectations (78) and (77), it remains to compute
the expectation over random positions û. Under Assumption 4,
the point process is homogeneous, and hence

⟨Cn f ′

l ⟩ =
1

4π

"
n̄(û) w′(û′) γ(θ) dl

0s′ (θ) dû dû′ . (79)

As before, the double integral recovers the definition (4) of the
angular correlation function for n̄ and w′,

⟨Cn f ′

l ⟩ = 2π
∫ π

0
Cn̄w′ (θ) γ(θ) dl

0s′ (θ) sin(θ) dθ , (80)

which in turn is the convolution (22) of Cn̄w′ and γ that yields
the mixing matrix (26),

⟨Cn f ′

l ⟩ =
∑

l1

Mn̄w′
ll1 γl1 , (81)

where γl is the angular power spectrum associated with the an-
gular cross-correlation function γ.

Overall, we therefore obtain the intuitively clear result that
the expected angular power spectrum is given by the intrinsic
spectrum γl for point process and random field, modulated by
a mixing matrix coming from the mean number density n̄ (due
to the point process) and weight function w′ (due to the random
field).

In the case of two point processes, it was advantageous to
correlate the density contrast δ instead of the number density n.
Since the density contrast (50) is linear in n, the angular power
spectrum of δ and f ′ is

Cδ f ′

l =
Cn f ′

l −Cn̄ f ′

l

n̄0
. (82)

The expectation ⟨Cδ f ′

l ⟩ then follows immediately from the defi-
nition (42) of the mean density and expectation (81),

⟨Cδ f ′

l ⟩ =
∑

l1

Mvw′
ll1 γl1 − ⟨C

v f ′

l ⟩ =
∑

l1

Mvw′
ll1 γl1 , (83)

where the second equality assumes that the expectation of f ′
vanishes.

Whether to correlate n or δ is a well-known question for
real-space estimators of galaxy–galaxy lensing (Joachimi et al.

24 Not to be confused with the shear in gravitational lensing.

2021). Formally,25 we can construct a direct estimator of the sig-
nal from either the number density n using expectation (81),

γ̂n
l =

∑
l1

(Mn̄w′ )−1
ll1 Cn f ′

l , (84)

or from the density contrast δ using expectation (83) and the
definition (42) of the mean density,

γ̂δl =
∑

l1

(Mvw′ )−1
ll1

Cn f ′

l −Cn̄ f ′

l

n̄0

=
∑

l1

(Mn̄w′ )−1
ll1 Cn f ′

l −
∑

l1

(Mn̄w′ )−1
ll1 Cn̄ f ′

l . (85)

In real space, the mean number density n̄ corresponds to an
equivalent distribution of uniform random points (“randoms”);
the inverse mixing matrix in both γ̂n

l and γ̂δl thus corresponds
to a normalisation by weighted pairs of randoms and the ob-
served positions of the field. The difference between γ̂n

l and γ̂δl
is the second term in the estimator (85), which corresponds to
correlations between randoms and field values. It was shown by
Singh et al. (2017) that the estimator (85) has lower variance rel-
ative to the estimator (84), particularly on large scales, because
it suppresses covariance terms that couple with the survey mask.
This suppression also increases the accuracy of covariance es-
timation via resampling techniques, as these modify the effec-
tive survey window in the subsampling compared to the original
survey. Moreover, the subtraction of correlations around random
points can subtract residual additive systematics in the signal. As
in the case of angular clustering, we therefore generally prefer
the density contrast δ instead of the number density n to measure
cross-correlations.

5. Finite resolution maps

The preceding sections demonstrate how we can obtain angular
power spectra from discrete observations, and how we can re-
late their expectations to the intrinsic two-point statistics of the
observed point processes or random fields. We now turn to the
practical task of computing the angular power spectra. Retracing
our steps, we find that this can be done in one of two ways:

i) Compute Cnn′
l , C f f ′

l , and Cn f ′

l directly using their respective
expressions (30), (33), and (34).

ii) Compute nlm and flm from their analytical expansions (29)
and (32), then compute the angular power spectra (9) from
the spherical harmonic coefficients.

If N is the number of observations, and lmax is the highest an-
gular mode number of interest, then the former method has a
runtime complexity of O(N2lmax), i.e., quadratic in the number
of observations, which is the same as for real-space estimators.
The complexity of the latter method, however, is O(Nl2max), and
it is hence favourable when lmax ≪ N. We therefore generally
want to obtain angular power spectra Cl from their constituent
coefficients alm.

The alm computed from the sums (29) and (32) potentially
still contain more information than we need: if the observed
points are sufficiently dense, they probe scales beyond our de-
sired scale of lmax. We can then reduce the computational com-
plexity further by introducing a spatial binning of the points – or,
in other words, by making a map.

25 That is ignoring whether or not the mixing matrix is invertible.
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Fig. 2. The convolution kernel (90) with no cut-off for spin weight s = 0
(black) and spin weight s = 2 (red). For sufficiently small angles, the
convolution kernel becomes indistinguishable from a flat spherical disc
even in the spin-weighted case.

Map-making consists of two separate but related parts. The
first is sampling, so that spherical functions are represented by
their values in a finite set of basis points on the sphere. The num-
ber and locations of the basis points are chosen such that it is pos-
sible to accurately recover angular modes up to some given lmax
from the spherical harmonic expansion (2). Several sampling
schemes for that purpose have been proposed; commonly used
in astronomy are, e.g., the scheme of Driscoll & Healy (1994),
schemes with exact spherical harmonic transforms for band-
limited functions (Huffenberger & Wandelt 2010; McEwen &
Wiaux 2011), and HEALPix (Górski et al. 2005).

Sampling a random set of point masses, such as the spherical
functions (28) and (31) we construct from our discrete observa-
tions, with a fixed set of basis points will result in a map that is
almost surely zero everywhere. The second part of map-making
is hence the collection of function values (i.e., observed points)
over a finite region around each sampling point. This is achieved
using spherical convolution, which we define below. The area
over which observations are collected is, at least in principle, en-
tirely independent of the sampling scheme. Naturally, we want
every observation to be counted, in which case this area must be
large enough to cover the spaces between sampling points. On
the other hand, the area should also not be much larger than nec-
essary, or we needlessly degrade the angular power spectra that
we wish to measure. In practice, there is hence always a close
match between the convolution and the sampling scheme.

5.1. Spherical convolution

Convolution is a mathematical operation that produces a new
function F from a given function f and convolution kernel K.
The value of the convolution in a point is obtained by making
said point the origin of a local copy of K and computing the in-
tegral of f weighted by that kernel. Convolution is therefore not
a local operation. And since spin-weighted spherical functions
are always defined relative to a local coordinate frame (Boyle
2016), it follows that convolution on the sphere has to explicitly
take this non-local nature into account.

As an illustrative example, consider the following situation,
where the dot marks the centre of a small, essentially flat patch

0

1 = 10 deg
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el 
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K
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100 101 102 103 104 105
angular mode number 
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Fig. 3. Normalised coefficients of the convolution kernel (90) for spin
weights s = 0 (black), s = 2 (red), and kernel sizes β = 10 degrees
(top), β = 1 degree (middle), β = 1 arcmin (bottom). There is excellent
agreement between the coefficients for s = 2 and s = 0, except in the
case of a large kernel (β = 10 degrees) at large angular scales (l < 10).

of the sphere, and the arrows indicate the complex argument of
a local spin-weighted function of constant magnitude:

↓

→ · ←

↑

Intuitively, the sum of the function values should be zero. Not
accounting for coordinate frame effects, this is indeed the case if
the dot is near the equator. But if the dot marks the north pole, all
arrows point north, and naive summation produces an incorrect
result.

For a spherical convolution that treats non-zero spin weights
in the correct manner, we define the convolution F of a spherical
function f and a symmetric convolution kernel K as26

F(û) =
∫

f (û′) eiSα K(θ) e−isα′ dû′ , (86)

where the angles θ, α, α′ are the separation and relative orienta-
tion of û and û′ as in the spherical harmonic addition theorem (8).
Here, s is the spin weight of the convolved function f , and S is
the spin weight of the convolution F. We can choose S freely:
under a rotation of γ in û, the angle α in the convolution (86)
transforms as α 7→ α − γ, so that F indeed picks up the phase
factor e−iSγ of a function with spin weight S .

Most importantly, the definition (86) of spherical convolu-
tion yields a useful convolution theorem for spherical harmonic
expansions. The convolution kernel K is a function of separation,
similar to an angular correlation function, so that we can apply
the expansion (5) into Wigner d functions,

K(θ) =
∑

l

2l + 1
4π

Kl dl
Ss(θ) , (87)

where the coefficients Kl of the expansion are given by (6),

Kl = 2π
∫ π

0
K(θ) dl

Ss(θ) sin(θ) dθ . (88)

26 This is essentially a symmetric version of the directional spin-
weighted spherical convolution of McEwen et al. (2015), and reduces to
the usual spherical convolution of scalar functions when the spin weight
is zero (e.g., Wandelt & Górski 2001).
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Fig. 4. The HEALPix pixel window function (red) for resolution pa-
rameters NSIDE = 256 (top), NSIDE = 1024 (middle), NSIDE = 4096
(bottom). Also shown is the convolution kernel of a spherical disc with
the same pixel area (black). The HEALPix pixel window function is
only provided up to l = 4 NSIDE, where it starts to fall below the kernel
of the spherical disc.

Inserting the expansion (87) into definition (86) and substituting
the addition theorem (8) yields the integral (3) for the coeffi-
cients flm in the spherical harmonic expansion (2) of f . We thus
obtain the desired spherical harmonic convolution theorem,

Flm = Kl flm , (89)

where the coefficients Flm of the convolution F are the product
of the coefficients Kl of the convolution kernel K and the coeffi-
cients flm of the convolved function f .

Carrying out the convolution (86) requires computing the
phase factors eiSα and e−isα′ in each point.27 However, if the sup-
port of the convolution kernel K is sufficiently small, the local
geometry is close to flat, and α ≈ α′. In that case, the phase fac-
tors reduce to unity if we chose a convolution with S = s that
does not change the spin weight of the function.

It remains to find a tractable convolution kernel K. For a
function f with s = 0, the natural choice is a spherical disc of
some chosen angular size β > 0. However, for s , 0, the same
kernel does not produce analytically tractable coefficients (88)
for the convolution theorem. We hence propose a modified con-
volution kernel that works for any spin weight S = s ≥ 0, and
reduces to a spherical disc if s = 0,

K(θ) =


[
cos θ2

]2s if θ ≤ β,

0 otherwise,
(90)

where β is the angular size (i.e., radius) of the kernel. The effec-
tive area of the convolution kernel is28

ΩK = 2π
∫ π

0
K(θ) sin(θ) dθ = 4π

1 −
[
cos β2

]2s+2

s + 1
. (91)

27 See Appendix A for expressions.
28 Not to be confused with the cosmological curvature matter density.
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Fig. 5. Angular power spectrum of 1 000 000 uniform random points,
computed using the HEALPix pseudo-convolution (red) and a true con-
volution with spherical discs of the same area (black). Both results agree
with their respective expectation (dashed). The convolution kernel is
only imprinted on the true convolution.

The choice of kernel (90) is firstly motivated by the fact that
there is a known expression for its coefficients (88),29

Kl =


4π

[
sin β2

] [
cos β2

]2s+1 dl
ss+1(β)

√
l (l + 1) − s (s + 1)

if l > s,

4π
1 −

[
cos β2

]4s+2

2s + 1
if l = s.

(92)

Secondly, for small kernel sizes β ≲ 1 degree, the convolution
kernel (90) is essentially a flat spherical disc even when the spin
weight is s = 2 (Fig. 2), in which case the coefficients (92)
for s = 0 and s = 2 become essentially the same (Fig. 3). This
makes the specific kernel (90) a good practical choice for maps
when the resolution is below the degree-scale.

In summary, the convolution (86) means that we can create
finite resolution maps of the point-mass like number density (28)
or field (31) by picking a sampling scheme and for each grid
point summing each observed point with the weight K(θ) given
by the convolution kernel K, omitting the phase factors in the
convolution (86) if the resolution allows it. For a convolution
kernel such as (90) with small angular size β ≪ π, an alterna-
tive method is to reverse the order of operations, and find all
grid points closer than β for each observed point. This can re-
sult in vast performance improvements, particularly if the grid
points can be queried efficiently, e.g., when using Cartesian or
HEALPix grids.

Once maps are created, it suffices to compute their spherical
harmonic coefficients Flm, and reconstruct the coefficients flm of
the spherical function from the convolution theorem (89),

flm =
1
Kl

Flm . (93)

Naturally, this is only possible when Kl , 0, which limits the
angular mode numbers l that can be recovered for a given con-
volution kernel. However, if the deconvolution (93) is possible

29 The convolution kernel (90) and coefficients (92) follow from the
integral (4.11.9) of Varshalovich et al. (1988), which in fact yields a
more general, spin-changing convolution kernel with S , s.
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for all numbers l ≤ lmax, we are readily able to compute the an-
gular power spectrum (9) of f and f ′ from the finite-resolution
maps F and F′. In cases where the deconvolution is impossible
or undesirable, we can instead use the convolution theorem (89)
to model the effect of the convolution on the expected angular
power spectra.30

5.2. HEALPix pseudo-convolution

Even for small kernels, the radius search required by the spher-
ical convolution comes at a non-negligible computational cost.
Given the number of galaxies observed by Euclid, this cost
quickly becomes prohibitive, unless faster, specialised algo-
rithms can be found. However, when using the HEALPix grid
for sampling, we can alternatively follow the standard proce-
dure of simply summing the points in each HEALPix pixel. But
even though all HEALPix pixels have the same area, this opera-
tion is not a true spherical convolution, due to the slightly vary-
ing pixel shapes (Górski et al. 2005). Nevertheless, summation
over HEALPix pixels does obey the convolution theorem (89) ap-
proximately, and the normalised coefficientsΩ−1

K Kl are known as
the HEALPix pixel window function (Fig. 4). As it turns out, this
pseudo-convolution can be adequate for Euclid analysis, which
we will demonstrate in Sect. 6.

There is, however, one fundamental difference between a
true spherical convolution and HEALPix pseudo-convolution.
According to the convolution theorem (89), the convolution ker-
nel Kl is imprinted on all spherical harmonic coefficients of a
map, and consequently on the angular power spectrum (9),

CFF′
l = K2

l C f f ′

l . (94)

In particular, it follows that the convolution kernel should also
affect additive bias terms such as Ann′ in the spectrum (37) of
point processes, or A f f ′ in the expected spectrum (59) of random
fields. These bias terms will therefore no longer be constant after
a true convolution. This is not the case for the HEALPix pseudo-
convolution (Fig. 5), since the non-overlapping HEALPix pixels
cannot imprint structure, such as the convolution kernel, below
the pixel scale.31

There is a practical consequence of this difference between
true convolution and HEALPix pseudo-convolution. For a map
created by true convolution, the deconvolution (93) turns an ad-
ditive bias term in the angular power spectrum back into a con-
stant. For a HEALPix map, the same deconvolution of the pixel
window function turns an additive bias A into an l-dependent
bias A/K2

l . When comparing HEALPix spectra and their expec-
tations, the additive bias must therefore either be subtracted from
the measured spectra before deconvolution of the pixel window
function, or the correct l-dependent bias must be used, e.g., in
expectations (49), (52), and (59).

5.3. Maps

We can now define the maps we make. For simplicity, we always
call one value of a finite map a “pixel” with area ΩK , with the
understanding that this may refer either to an actual HEALPix
pixel or to the kernel of a true convolution.

30 In practice, this can be done at no computational cost, by absorbing
the convolution kernel into the mixing matrix (26).
31 The same effect also occurs when sampling a true convolution so
sparsely that the convolution kernel areas no longer overlap.

The convolution of the number density n with definition (28)
is the map N of number counts in each pixel. The convolu-
tion of n̄ is the map N̄ of mean number counts; we write it as
N̄ = N̄0 V using the mean number of points per pixel N̄0 = ΩK n̄0
and a map V that is the convolution of v divided byΩK . We call V
the visibility map, since it is the pixel-averaged equivalent of the
visibility v, with pixel values between 0 and 1. Since the convo-
lution (86) is a linear operation, the expectation (44) translates
from the number densities to the number count maps, ⟨N⟩ = N̄.

To isolate the clustering signal in the number count map N,
we define a map ∆ for the density contrast (50),

∆ =
N − N̄

N̄0
. (95)

It is clear that ∆ is the convolution of δ, but divided by the pixel
area, so that the numerical values of ∆ have the correct, intu-
itive scale where −1 means “empty space”. Deconvolution of ∆
must therefore be carried out with the normalised convolution
kernel Ω−1

K Kl.
For a field f such as, e.g., cosmic shear, we compute the

map F by summing the weighted field values wk fk in each pixel,
and dividing the result by a constant mean pixel weight W̄0.32

The map F is the convolution of the function f with defini-
tion (31), divided by W̄0 to remove explicit dependencies on
pixel area and overall weight factors. Similarly, we compute the
weight map W as the total weight in each pixel, i.e., the convolu-
tion of w with definition (54), divided by W̄0. Since W0 contains
a factor of the pixel area, deconvolution of F and W is carried
out with the normalised convolution kernelΩ−1

K Kl. Furthermore,
since both F and W are scaled identically, the resulting mixing
matrix automatically applies the correct factors of W0 to the ex-
pected angular power spectra. However, we do need to account
for the scaling by W0 when computing any additive bias terms.

In particular, we do not average the field values in each pixel
by dividing the map F by the map W. For Euclid, the resolution
of our maps is such that about half of all observed pixels con-
tain fewer than two observed values. Using a weighted average
would simply divide out the given weights in these pixels, result-
ing in an unweighted cosmic shear map (see, e.g., Hikage et al.
2011, 2019; Nicola et al. 2021).33

6. Validation

In the preceding sections, we have derived the overall theory of
angular power spectra from discrete sets of observations, their
expectations, and ways to efficiently compute spectra from maps.
We now turn to the validation of our findings. One part of this
are the explicit assumptions that we have made throughout; these
represent specific scientific questions that are partially the sub-
ject of active research in their own right, and we will not inves-
tigate their validity here.

In what follows, we validate our specific implementation
of the methodology described above. This is a publicly avail-
able code called Heracles,1 developed within the Euclid Sci-
ence Ground Segment. It contains routines for catalogue read-
ing, map-making, spherical harmonic transforms, angular power
spectra, and mixing matrices. The code can be used as a Python
32 Specifically, we choose W̄0 to be the mean weight divided by the
mean visibility, as computed from the maps. This makes W̄0 relatively
insensitive to the survey footprint and systematics.
33 This is clear when looking at the spherical functions f and w with
definitions (31) and (54), respectively: dividing f by w where both are
non-zero is equivalent to using unit weights in f .
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Fig. 6. Simulated distribution of the relative error when estimating the
mean density n̄ from part of the sky, using the footprint of Euclid DR1
(black), DR2 (red), and DR3 (blue) for redshifts z = 0.5 (top), z = 1.0
(middle), and z = 2.0 (bottom).

library, e.g., for data exploration in a notebook interface, or via
a standalone command-line interface, e.g., for batch data pro-
cessing. In particular, the code also contains an implementation
of the discrete angular power spectrum methodology, which is
based on fast, non-uniform computation of spherical harmonics
(Reinecke et al. 2023) as implemented in the ducc package.34

To validate the performance of Heracles, we carry out the
following series of tests:

i) We estimate the mean density of galaxies from the visible
sky fraction in the various Euclid data releases,

ii) we test if the phase factors in the spherical convolution can
be neglected for map-based spectra,

iii) we assess the overall accuracy of our measurements, and
iv) we apply the methodology in a data processing setting that

mimics the first Euclid data release.

Where simulations are created, we generally employ the same
flat ΛCDM cosmology as Euclid’s Flagship simulation (Euclid
Collaboration: Castander et al. 2024), with parameter values
Ωm = 0.319, Ωb = 0.049, As = 2.1 × 10−9, ns = 0.96, and
h = 0.67.

6.1. Mean density estimation

Constructing the density contrast (50) requires knowledge of the
mean density of galaxies over the entire sky, which we must es-
timate from the visible sky fraction. If our estimate is inaccurate,
we bias the angular power spectrum Cδδ

′

l in a non-trivial manner
with respect to the expectation (52). The problem in estimating
the mean density accurately is that the visible part of the sky
might be particularly over- or underdense compared to the true
mean. The probability of this depends on the area of the observed
sky, as well as the typical size of large-scale density fluctuations,
and hence the clustering of points. This problem is closely re-
lated to the integral constraint for real-space estimators.

To test the impact on Euclid observations, we generate
10 000 lognormal realisations of a galaxy distribution with a lin-
ear galaxy bias (Tessore et al. 2023). To account for the redshift
evolution of galaxy clustering, we test redshifts z = 0.5, 1.0, 2.0,
34 https://gitlab.mpcdf.mpg.de/mtr/ducc
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Fig. 7. Argument of the phase factor bias e−2i (α−α′) for HEALPix maps
with NSIDE = 1, 4, 16, 64, shown in orthographic projection with the
north pole at the centre and the equator at the border. The angles α
and α′ are defined in Appendix A. For NSIDE = 64, the resolution is at
the degree-scale, and the phase factors are close to unity.

using a redshift-dependent bias that was fitted to the Euclid Flag-
ship simulation (Euclid Collaboration: Lepori et al. 2022). Since
the error in the mean density is a function of visible sky fraction,
we further use a representative footprint (Euclid Collaboration:
Scaramella et al. 2022) for each of the three Euclid data releases
DR1 (1 year, 6% sky coverage), DR2 (3 years, 18% sky cover-
age), and DR3 (6 years, 36% sky coverage). The results show
that the expected relative error in the mean density is at the per
mille level for all data releases and redshifts, with a scatter that
stays below the per cent level for DR2 and beyond (Fig. 6).

6.2. Phase factors

To test whether or not we can neglect the phase factors in the
convolution (86), we need to quantify their impact on maps at the
required resolution for Euclid. Consider a fixed pixel located at a
position û0. By neglecting the phase factors, the convolution (86)
is approximated as

F(û0) ≈
∫

f (û′) K(θ) dû′ . (96)

To cancel the phase factors, the approximation effectively ap-
plies a position-dependent multiplicative bias e−i (Sα−sα′) to the
function f over the pixel area, where the angles α and α′ are
taken with respect to û0. Under a rotation of γ′ in û′, the angle α′
transforms as α′ 7→ α′−γ′; as a function of û′, the bias therefore
has a spin weight of s.

For cosmic shear, we can make maps of this bias, using the
expressions from Appendix A and setting S = s = 2. The result
is shown in Fig. 7 for HEALPix maps with resolution parame-
ters NSIDE = 1, 4, 16, 64. Parallel transport along a meridian has
phase factors of unity, so that the phase factor bias is effectively
a function of azimuthal distance from the pixel centre. The pixel
resolution starts to fall below the degree-scale at NSIDE = 64,
and the phase factor bias becomes small, due to the essentially
flat geometry of the pixels.

Overall, we expect no impact from neglected phase factors
for HEALPix maps with resolution parameter NSIDE ≳ 1024. If
necessary, the phase factor bias could be mitigated even further
by choosing the coordinate system such that the poles fall into a
masked region, e.g., the galactic plane.
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6.3. Accuracy

We now validate the results we derive in Sect. 4 with simulations.
To characterise the accuracy of our measurement, these require
many realisations that, for Euclid, cover a significant fraction
of the sky. Usually, lognormal simulations would be the method
of choice here; however, the transformations involved in sam-
pling lognormal fields are not exact (Tessore et al. 2023), which
adds an element of uncertainty to the validation. Gaussian ran-
dom fields can be simulated with exactly prescribed two-point
statistics; however, for realistic angular power spectra and val-
ues of linear galaxy bias, the realised density fields almost surely
contain regions where the number density becomes negative. In-
stead, we use squared Gaussian random fields, which is a toy
model we develop in Appendix D that can be simulated exactly
and remains physically valid everywhere.

To accurately quantify the effects of map-based measure-
ments, we require simulations which are not themselves affected
by pixel effects. We therefore simulate the fields not in real
space, but via their spherical harmonic expansion (2). We then
sample points using a rejection sampling scheme that accepts or
rejects points with a probability that is proportional to the sim-
ulated density field, evaluated in each sampled point from the
spherical harmonic expansion. Instead of a survey footprint map,
we draw points from a spherical cap of 2500 deg2, matching the
anticipated area of Euclid’s DR1, and located at the centre of
the Euclid Flagship simulation (Euclid Collaboration: Castander
et al. 2024). The weak lensing fields are subsequently evaluated
at the sampled positions from their spherical harmonic expan-
sions, without any intermediary interpolation.

We then generate 10 000 realisations of these simulations.
To show results for both auto- and cross-spectra, we simulate
two Gaussian tomographic redshift bins centred on representa-
tive redshifts of z = 0.5, 1.0 with a width of σz = 0.125. To
simulate galaxy clustering, we use realistic redshift-dependent
galaxy bias (Euclid Collaboration: Lepori et al. 2022), with a Eu-
clid-like galaxy density of 2 galaxies per arcmin2 in each tomo-
graphic bin. For each simulated galaxy, we store its position, as
well as its observed ellipticity from weak lensing with a random
intrinsic ellipticity drawn from a hyperbolic normal distribution
(Tessore et al. 2023), using a per-component standard deviation
σϵ = 0.26. Instead of using the correct weak lensing action (56),
we simply sum the intrinsic ellipticity and the shear γ from weak
lensing, since we might otherwise pick up biases due to the re-
duced shear approximation (Deshpande et al. 2020). Finally, we
give every galaxy a random shear weight from a log-uniform dis-
tribution between 10−2 and 102, to simulate a dynamic range that
should exceed any real shear measurement method.

For each simulation, we measure the angular power spec-
tra of the reconstructed density field δ, the cosmic shear E- and
B-mode (Appendix C), and their cross-correlations in the two to-
mographic bins for angular modes up to l = 3000. In addition,
we measure the angular power spectra of the visibility V and the
shear weight W in each bin for modes up to l = 9000, from which
we compute the mixing matrices (25) truncated at l = 3000
and l1 = 6000. By construction, our simulations are band-limited
at l = 6000, so that these truncated mixing matrices should con-
tain all non-zero entries, and yield exact expectations for our
measurements.

We thus obtain measured and expected angular power spec-
tra for all combinations of probes across the two tomographic
bins: angular clustering, cosmic shear, and galaxy–galaxy lens-
ing. To reduce noise, we average the spectra over 32 angular bins
with logarithmic spacing between l = 10 and l = 3000. We then

compute the mean of the bias ∆Cl = Cl − ⟨Cl⟩ between measure-
ments and expectations, which we scale relative to the standard
deviation σl of each measurement over the set of realisations.

We carry out the measurements for each simulation us-
ing i) the exact angular power spectra computed from discrete
sets of points, and ii) map-based angular power spectrum from
HEALPix maps with resolution parameter NSIDE = 4096. The
results are shown in Fig. 8. For the exact, discrete spectra, we
find agreement at the 1% level relative to the standard devia-
tion, except for effects that can be ascribed to source–lens clus-
tering (i.e., Assumption 6). For the HEALPix-based spectra, the
results show an additional per-cent-level bias in angular cluster-
ing at small scales. Further testing reveals that the small-scale
HEALPix bias has a dependency on the location of the survey
footprint, and we can hence ascribe it to the pseudo-convolution
with varying pixel shapes. The dependence of the recovered an-
gular power spectra on pixel shapes is more thoroughly explored
elsewhere (Hall & Tessore in prep.).

To demonstrate that the bias in Fig. 8 is in fact source–lens
clustering, we run a second set of simulations where the posi-
tions of shears are distributed according to an independent (but
identically clustered) realisation of large-scale structure. When
source–lens clustering is thus taken into account, the discrete
spectra show a relative bias that is consistent with zero at the 1%
level for all probes.

Overall, we find that the HEALPix-based measurements are
only marginally biased with respect to the exact discrete angu-
lar power spectra. In light of the lower computational cost, we
therefore adopt this method for Euclid’s DR1 analysis, which
will enable faster turnaround in the data processing. However,
since accuracy is a function of survey area and galaxy density,
this may no longer be the case for subsequent data releases.

6.4. Applicability to Euclid DR1

To demonstrate that we have a viable pipeline for Euclid’s first
data release (DR1), we process a realistic DR1-like data volume.
To do so, we select galaxies contained in the provisional north-
ern DR1 footprint (Euclid Collaboration: Scaramella et al. 2022)
from the Euclid Flagship simulation (Euclid Collaboration: Ca-
stander et al. 2024), obtained from CosmoHub (Tallada et al.
2020; Carretero et al. 2017). The Euclid data processing pipeline
aims to support up to 13 tomographic redshift bins (Euclid Col-
laboration: Mellier et al. 2024), and since the number of spectra
and mixing matrices increases quadratically with the number of
tomographic bins, we want to ensure compliance with such a
setting. Using the simulated photometric redshifts, we therefore
bin galaxies into 13 equi-populated tomographic redshift bins.
We then measure all 780 possible auto- and cross-correlations
between galaxy positions and cosmic shear E- and B-modes. To
compare the measurements with expectations, we further com-
pute mixing matrices for all spectra from the simulated visibility
and shear weight maps. For this test, we apply the HEALPix-
based methodology, with resolution parameter NSIDE = 4096
and maximum angular mode number l = 5000 for all probes,
which exceeds the “optimistic” forecast of scale cuts (Euclid
Collaboration: Blanchard et al. 2020).

The results are shown in Figs. 9 and 10. To compute the ex-
pected spectra, we obtain theoretical full-sky predictions with
the Cosmology Likelihood for Observables in Euclid code, CLOE
(Euclid Collaboration: Joudaki et al. in prep.), using the im-
plemented prescription for photometric harmonic-space observ-
ables (Euclid Collaboration: Cardone et al. in prep.). We use
HMCode2020 (Mead et al. 2021) to model the non-linear matter
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Fig. 8. Bias relative to statistical uncertainty between measured and expected angular power spectra from 10 000 simulations with a Euclid DR1-
like setup. Shown are spectra for combinations of galaxy density δ and cosmic shear E- and B-mode in two tomographic bins. The discrete angular
power spectra show very good agreement between measurement and expectation, except for effects that can be ascribed to source–lens clustering
(black). The same effects are visible for map-based spectra from HEALPix; in addition, these also show a small residual in angular clustering
due to the pseudo-convolution of HEALPix pixels (red). When source–lens clustering is taken into account (blue), the relative bias of the discrete
spectra is consistent with zero at the 1% level (error bars). Points of the three data sets are slightly offset for better visibility.

power spectrum, as provided in the public code CAMB (Challi-
nor & Lewis 2011). For the background cosmology, we use the
same parameter values as in the Euclid Flagship simulation (Eu-
clid Collaboration: Castander et al. 2024). To compute the ob-
servables, we use the simulated redshift distributions n(z), and
a linear galaxy bias measured from the Euclid Flagship simu-
lation (Euclid Collaboration: Lepori et al. 2022). Since we are
only testing the feasibility of the data processing here, we do not
perform any fine-tuning of the non-linear modelling, or take into
account systematic effects such as magnification bias or intrin-
sic alignments. This is visible, e.g., in the angular clustering at
small scales l ≳ 1000. Nevertheless, we obtain a level of agree-
ment between measurements and expectations that is in line with
previous results (Euclid Collaboration: Castander et al. 2024).

Processing the data from DR1-like catalogues to all 780 an-
gular power spectra is very fast: obtaining the spherical harmonic
expansions of the fields and weights in one tomographic bin
takes around 3 minutes of wall clock time, and all tomographic
bins can be processed in parallel. The subsequent computation
of angular power spectra from all combinations of spherical har-
monic coefficients of the fields has negligible cost. Computa-
tion of the mixing matrices from the spherical harmonic coef-

ficients of the weights is a more resource-intensive operation,
taking around 75 CPU core-hours in total; however, all mixing
matrices can be computed in parallel as necessary. Overall, we
therefore expect no significant impact on Euclid’s DR1 process-
ing from the measurement of angular power spectra.

7. Discussion and conclusion

We derive a complete framework to obtain exact measurements
and expectations for the angular power spectra from discrete sets
of data. Starting from an exact, map-free formalism, we find new
results such as exact, non-stochastic expressions for the additive
(“noise”) biases (36) and (60) for angular clustering and random
fields, respectively. Furthermore, by explicitly tracking what as-
sumptions enter our measurements, we are able to separate the
“methodological” accuracy of our results (i.e., when all assump-
tions are true) from the “true” accuracy of the results, e.g., in
cases such as intrinsic alignments and source–lens clustering,
which need to be treated at the level of theoretical predictions.
When validating our results on simulations, we find that discrete
angular power spectra can achieve biases of less than 1% with
respect to their standard deviation in a Euclid DR1-like setting.
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Overall, we are therefore confident in our ability to measure an-
gular power spectra to the very high level of accuracy required
to achieve Euclid’s ambitious science goals.

Using the theory of spherical convolution (86), we can con-
nect our exact theory with the standard practice of measuring
angular power spectra from, e.g., HEALPix maps. Conceptually,
this is a step away from the picture in which the observed maps
are “noisy tracers” of an underlying continuous field such as,
e.g., the true galaxy density or the true cosmic shear. In prac-
tice, the main difference between the exact map-based formal-
ism and standard practice is that observations are summed over
one map “pixel” (i.e., convolution kernel) but not averaged. This
side-steps common issues with map-based spectra, e.g., empty
pixels, or the fact that pixels containing just one single observa-
tion point are effectively unweighted after averaging.

When analysing Euclid DR1-like simulations, we find that
HEALPix-based spectra can perform at a level of accuracy
that is comparable to the discrete spectra. An exception is the
case of angular galaxy clustering, where the HEALPix pseudo-
convolution, due to varying pixel shapes, introduces a position-
dependent bias at the per-cent-level for angular mode numbers l
at or above the resolution parameter NSIDE. However, since this
bias is both small and mitigable by relevant analysis choices (i.e.,
map resolution and scale cuts), we plan to employ the map-based
methodology for Euclid’s first data release.

We make our implementation of the methodology presented
here available in the form of a code called Heracles.1 This
code, originally created for 3×2pt data processing in the Euclid
Science Ground Segment, was designed from the ground up to
be user-friendly and widely applicable to any given probe and
survey, and will be maintained for public use.
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Fig. 9. Angular power spectra (red) for angular clustering (upper triangle) and cosmic shear (lower triangle) in the Euclid Flagship simulation
with a DR1-like footprint. For cosmic shear, the B-mode spectrum due to mode mixing is shown in blue. Also shown is the expectation for
each spectrum (dashed), as computed from the respective mixing matrices. All spectra are binned into 32 angular bins with logarithmic spacing
between l = 10 and l = 5000. The y-axis changes to linear scaling when passing through the origin.
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Fig. 10. Same as Fig. 9 for galaxy–galaxy lensing.
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Fig. A.1. The angles α, θ, α′ that describe the relative orientation be-
tween two points û and û′ on the sphere can be obtained from the spher-
ical triangle between the north pole, û, and û′, with ∆φ = φ − φ′.

Appendix A: Relative orientation on the sphere

To obtain the angles α and α′ that describe the relative orien-
tation of points û and û′ on the sphere, it suffices to solve the
spherical triangle shown in Fig. A.1 (for more information, see
Hall & Tessore in prep.),

α = arctan
sinϑ′ sin(φ − φ′)

sinϑ cosϑ′ − cosϑ sinϑ′ cos(φ − φ′)
, (A.1)

α′ = − arctan
sinϑ sin(φ − φ′)

sinϑ′ cosϑ − cosϑ′ sinϑ cos(φ − φ′)
. (A.2)

The respective numerators and denominators are written here
such that their signs yield the correct quadrant for the inverse
tangent.

The same angles can be expressed in terms of the compo-
nents of the unit vectors û = {x, y, z} and û′ = {x′, y′, z′} as

α = arctan
yx′ − xy′

z′ − z cos θ
, (A.3)

α′ = − arctan
yx′ − xy′

z − z′ cos θ
, (A.4)

with cos θ = û·û′. This form is often useful in applications where
points are available as vectors, since it requires no additional
trigonometric operations. In fact, for α = arctan(q/p), we find a
familiar expression for the spin-2 phase factors that appear, e.g.,
in the spherical harmonic addition theorem (8),

e2iα =
p2 − q2 + 2 i pq

p2 + q2 . (A.5)

The phase factors can hence be computed entirely in terms of the
vector components of û and û′.

Appendix B: Alternative estimators for angular
clustering

In Sect. 4.1, we measure the two-point statistics for point pro-
cesses using the particular choice of density contrast (50). Here,
we consider a number of alternative choices.

Firstly, we can trivially replace the mean number density n̄
by a catalogue of random points (“randoms”). Given the def-
inition (42) of the mean number density, these randoms must
be distributed according to the visibility v (Baleato Lizancos &
White 2024).

Secondly, in full correspondence to real-space methods, we
can directly construct estimators of the angular power spec-
trum wl from the expectation (49). For example, using a formal
inverse (Mn̄n̄′ )−1 of the mixing matrix, we can construct the esti-
mator

ŵ
N
l =

∑
l′

(Mn̄n̄′ )−1
ll′

[
Cnn′

l′ −Cn̄n̄′
l′ − Ann′

]
. (B.1)

In the taxonomy of Kerscher et al. (2000), this corresponds to
the “natural” real-space estimator (DD − RR)/RR. Furthermore,
by expectation (44), we have ⟨Cnn̄′

l ⟩ = Cn̄n̄′
l , and we can hence

construct a more advanced estimator

ŵ
LS
l =

∑
l′

(Mn̄n̄′ )−1
ll′

[
Cnn′

l′ −Cnn̄′
l′ −Cn̄n′

l′ +Cn̄n̄′
l′ − Ann′

]
. (B.2)

This is the harmonic-space equivalent of the Landy & Szalay
(1993) estimator (DD − DR − RD + RR)/RR.

The estimators (B.1) and (B.2) both rely on inversion of the
mixing matrix. We can similarly construct a partial-sky variant
of the natural estimator in harmonic space,

w̃
N
l = Cnn′

l −Cn̄n̄′
l − Ann′ , (B.3)

as well as a partial-sky variant of the harmonic-space Landy-
Szalay estimator,

w̃
LS
l = Cnn′

l −Cnn̄′
l −Cn̄n′

l +Cn̄n̄′
l − Ann′ . (B.4)

The respective expectation of both partial-sky estimators is the
product of mixing matrix and full-sky expectation. In particular,
the partial-sky Landy–Szalay estimator (B.4) is essentially the
same as the measured angular power spectrum (51) of the density
contrast (50).

Lastly, to see why we normalise the density contrast (50) by
a constant n̄0, consider an alternative definition of the density
contrast with an arbitrary normalisation function q,

δq(û) =
n(û) − n̄(û)

n̄0 q(û)
. (B.5)

It follows from the definitions of the number density (28) and
mean number density (42) that δq is equivalent to δ under a
change of weights wk 7→ wk/q(ûk) and, consequently, a change
of visibility v(û) 7→ v(û)/q(û). Defining the density contrast (50)
with a different normalisation therefore effectively replaces the
given set of weights with a different set of weights.

Appendix C: Decomposition into E- and B-modes

If the spherical function f is a complex-valued random field, the
two-point statistics of f and a second, not necessarily distinct,
field f ′ are not fully characterised by the expected angular cor-
relations (16) alone. Like for any complex random variable, we
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also require the associated pseudo-correlation ⟨C f ∗f ′ (θ)⟩, i.e., the
correlation of the complex conjugated random field f ∗ and f ′,

⟨ f (û) f ′(û′)⟩ = eisα ⟨C f ∗f ′ (θ)⟩ eis′α′ , (C.1)

where we have used the fact that the spin weight of f ∗ is −s. The
same information is contained in the pseudo-spectrum35

⟨( f ∗)∗lm f ′l′m′⟩ = δ
K
ll′ δ

K
mm′ ⟨C

f ∗f ′

l ⟩ , (C.2)

which is merely expectation (13) applied to f ∗ and f ′.
Instead of using spectra and pseudo-spectra, it is often

more convenient to work with a different decomposition of the
harmonic-space two-point statistics, namely that into E- and B-
modes (Zaldarriaga & Seljak 1997). For a spherical function f
with spin weight s, the respective E- and B-modes are defined as
linear combinations of the spherical harmonic coefficients of f
and f ∗,

Elm = −
flm + (−1)s ( f ∗)lm

2
, (C.3)

Blm = −
flm − (−1)s ( f ∗)lm

2i
, (C.4)

where the overall negative sign is the convention adopted by
HEALPix. The E- and B-mode spectra are then obtained by
using Elm and Blm in the angular power spectrum (9). Since
the coefficients (C.3) and (C.4) are linear combinations of flm
and ( f ∗)lm, it is clear that the resulting E- and B-mode spec-
tra are linear combinations of the spectra C f f ′

l , C f ∗f ′

l , etc. of the
constituent fields and their complex conjugates.

To compute, e.g., the expectation for partial-sky E- and B-
mode spectra, it therefore suffices to apply the mixing matrix
formalism described above to the individual spectra of the fields,
and express the result in terms of the full-sky E- and B-mode
spectra. In doing so, one finds that the mixing matrices also in-
troduce mixing between E- and B-modes (Brown et al. 2005).

Appendix D: Squared normal fields

In this section, we consider a Gaussian random field X on the
sphere that is transformed into a random field Y by an arbitrary
function t,

Y(û) = t
(
X(û)

)
. (D.1)

As shown by Tessore et al. (2023), a band-limited angular power
spectrum Gl for X does not generally result in a band-limited an-
gular power spectrum Cl for Y . In practice, we are not generally
able to construct a spectrum Gl that, after transformation, repro-
duces a desired spectrum Cl exactly. For validation, we now try
and identify a special case where that is possible. In particular,
we look for a transformation with the following two characteris-
tics:

i) The transformed field Y is bounded from below, so that we
can simulate density contrasts δ for angular clustering that
respect the physical bound δ ≥ −1.

ii) The transformed field Y has a band-limited spectrum.

35 The prefix “pseudo-” is used here in the statistical sense, and not to
be confused with meaning “partial sky”, for which it is unfortunately
sometimes also used.
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Fig. D.1. Shape of squared normal distributions (solid) and lognor-
mal distributions with the same variance (dashed). For small variances,
the distribution is approximately normal (black). For large variances,
the distribution saturates at its lower bound (blue). In the intermediate
regime, the distribution has a roughly lognormal shape (red).

Lognormal fields satisfy the first criterium, but lack a strictly
band-limited spectrum. However, it turns out that both criteria
are fulfilled by squaring a Gaussian random field.

Let X be a normal random variable with zero mean and vari-
ance σ2 ≤ 1, and let a =

√
1 − σ2. Define the random variable Y

as a quadratic transformation of X,36

Y = λ [(X − a)2 − 1] , (D.2)

where λ > 0 is the scale parameter of the distribution, which also
fixes the minimum value of Y .37 A straightforward calculation
shows that Y has zero mean and variance

⟨Y2⟩ = 2λ2 σ2 (2 − σ2) . (D.3)

Inserting σ2 = 1−a2, the variance can equivalently be expressed
in terms of a,

⟨Y2⟩ = 2λ2 (1 − a4) , (D.4)

and the value of a can hence be obtained from the variance of
the transformed random variable,

a =
(
1 −
⟨Y2⟩

2λ2

) 1
4

. (D.5)

The transformation (D.2) is therefore readily obtained in either
direction. Setting λ = 1, the standardised probability distribution
function of Y is

fY (y; a) =
exp

(
−

a2+y+1
2 (1−a2)

)
cosh

( a
√

y+1
1−a2

)
√

2π (1 − a2) (y + 1)
. (D.6)

The distribution approaches normality for small variances, and
becomes more skewed as the variance increases, similar to the
lognormal distribution (Fig. D.1).

36 This is a scaled and shifted non-central chi-squared random variable
with 1 degree of freedom.
37 For that reason, the scale parameter λ of a lognormal random variable
is commonly called the “shift” parameter (Tessore et al. 2023).

Article number, page 26 of 27



Euclid Collaboration: Angular power spectra

We then apply the transformation (D.2) pointwise to a pair X
and X′ of jointly homogeneous Gaussian random fields on the
sphere. By expectation (16), there is a correlation function G
such that ⟨X(û) X′(û′)⟩ = G(θ). It can be shown that the trans-
formed fields Y and Y ′ are also jointly homogeneous (Tessore
et al. 2023), and there is hence an angular correlation function C
such that ⟨Y(û) Y ′(û′)⟩ = C(θ). Using the transformation (D.2),
we can compute C(θ) in terms of G(θ),

C(θ) = 2λλ′G(θ)
(
G(θ) + 2aa′

)
. (D.7)

By completing the square, we also obtain the inverse relation,

G(θ) =

√
C(θ)
2λλ′

+ (aa′)2 − aa′ . (D.8)

Furthermore, relation (D.7) is readily transformed to harmonic
space using expectation (24),

Cl = 2λλ′
∑
l1l2

(2l1 + 1)(2l2 + 1)
4π

(
l1 l2 l
0 0 0

)2

Gl1Gl2

+ 4 λλ′ aa′Gl . (D.9)

Since the triangle condition l ≤ l1 + l2 is imposed on the sum
by the Wigner 3 j symbols, it follows that Cl is indeed band-
limited if Gl is band-limited, at twice the angular mode number.
In this case, the non-linear solver for Gl proposed by Tessore
et al. (2023) can produce an essentially exact transformation.

For our simulations, the variance of each random field, and
hence a, is determined by its spectrum. It remains to fix the value
of λ. For angular clustering, we simulate the density contrast δ,
for which we set λ = 1. For cosmic shear, we simulate the con-
vergence field κ, for which we set λ using the fitting formula
of Hilbert et al. (2011).
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